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1. Introduction

The mathematical modeling and computational simulation of tumor growth dynamics can yield important insights into tumor progression, help explain experimental and clinical observations, and help with assessing optimal treatment strategies [28]. Much research has focused on modeling tumor growth using a diffuse interface model, in which sharp interfaces are replaced by narrow transition layers (see [7,28], and references therein). The building block in the diffuse interface model is the Cahn–Hilliard (CH) equation [5]. The CH equation exhibits useful properties, such as separating two different materials in modeling interface problems. However, it has some drawbacks in the case of modeling tissue growth. When we model tissue growth with the CH equation we add an extra source term to the equation. If the proliferation rate is large, then the volume fraction becomes greater than one, which is far from the physical quantity. We note that the tumor growth model has been studied in order to explain the complex dynamics of the behavior of tumor cells. General reviews relating to tumor growth can be found in [1,21,24]. For mass balances in cellular biological media, see [13,14], and for a summary relating to the shape of tumors, see [23]. Applications of diffuse-interface tumor growth models have recently been proposed in relation to both tumor growth [11,12] and surfaces of tumor mass [10]. The evolution of tumors has also been described using a reaction–diffusion equation in [2].

The main purpose of this paper is to present a phase-field model for application to fundamental tissue growth along with accurate and efficient numerical solutions. In comparison with conventional tumor growth models using phase-field methods [6,22,26,28,29], the proposed model admits useful features, such as keeping the minimum and maximum of the volume fraction close to zero and one, an ability to handle large values for the proliferation parameter, and yielding a
robust and accurate numerical scheme. In particular, the first feature is important from a physical point of view, because the volume fraction should not be greater than one.

The rest of the paper is organized as follows. In Section 2, we describe a mathematical model for tissue growth. In Section 3, we provide a new numerical method for the tissue growth model. We perform several numerical experiments on the effect of the proposed method in Section 4. In Section 5, we provide a summary and present our conclusions.

2. Mathematical model

We develop a simple mathematical model for describing the dynamics of early stage of tumor growth in the absence of a necrotic core. Let \( \rho(x, t) \) be the density of the tumor and \( u(x, t) \) the velocity field in the tumor at position \( x \) and time \( t \). The conservation of mass gives

\[
\rho_t(x, t) + \nabla \cdot [\rho(x, t)u(x, t)] = \lambda_p \rho(x, t) \quad \text{in} \quad \Omega_t,
\]

where \( \lambda_p \) is the proliferation rate and \( \Omega_t \) is the tumor domain [3] (see Fig. 1).

Let us assume that the density in the tumor is constant, i.e., \( \rho(x, t) \equiv \rho_0 \). Then, Eq. (1) becomes

\[
\nabla \cdot u(x, t) = \lambda_p \quad \text{in} \quad \Omega_t.
\]

In order to develop a phase-field model for Eq. (1), let us introduce the phase-field function \( \phi \), which is the volume fraction of the tumor cell. Therefore, \( \phi \approx 1 \) in the tumorous phase \( \Omega_t \) and \( \phi \approx 0 \) in the healthy tissue phase \( \Omega \setminus \Omega_t \). The function also has a smooth transition between 0 and 1. We interpret the level set \( \phi = 0.5 \), as the tissue interface. First, we extend the tissue domain to \( \Omega \) which is time-independent and embeds \( \Omega_t \). Then, we can approximate with \( \rho = \rho_0 \phi \) in \( \Omega \). Plugging this into Eq. (1), we have

\[
\phi_t(x, t) + \nabla \cdot [\phi(x, t)u(x, t)] = \lambda_p \phi(x, t) \quad \text{in} \quad \Omega.
\]

Under the assumption that the density is constant, the effect of the velocity field \( u \) is to distribute the increased mass to the boundary of the tissue. We model this advection term with a relaxation term in the CH equation, i.e.,

\[
-M \Delta [F'(\phi(x, t)) - \epsilon^2 \Delta \phi(x, t)], \quad M \text{ represents mobility, } F(\phi) = 0.25\phi^2(\phi - 1)^2, \quad \text{and } \epsilon \text{ is a small positive parameter. Therefore, the proposed model for Eq. (1) is given as}
\]

\[
\phi_t(x, t) = M \Delta \mu(x, t) + \lambda_p \phi(x, t), \quad x \in \Omega, \quad t > 0,
\]

\[
\mu(x, t) = F' \phi(x, t) - \epsilon^2 \Delta \phi(x, t),
\]

where \( \mu \) is the chemical potential and \( \epsilon \) is the gradient energy coefficient related to the following total energy of the system (3)–(4) with \( \lambda_p = 0 \).

\[
\mathcal{E} = \int_{\Omega} \left( F(\phi) + 0.5\epsilon^2 |\nabla \phi|^2 \right) \, dx
\]

The boundary conditions are \( \frac{\partial \phi}{\partial n} = \frac{\partial \mu}{\partial n} = 0 \) on \( \partial \Omega \), where \( n \) is the outward normal vector to the domain boundary \( \partial \Omega \).

We note that if \( \lambda_p = 0 \), then Eqs. (3) and (4) reduce to the classical CH equation. The CH equation, a fourth-order parabolic equation was originally derived to describe the phase separation and coarsening phenomena in a melted binary alloy [4,5]. For further details on the physical, mathematical, and numerical derivations of the binary CH equation, see the review paper [19,25].

3. Numerical method

In this section, we propose an efficient and accurate numerical method, based on an operator splitting technique for solving the governing Eqs. (3) and (4).
3.1. One-dimensional space

First, we consider the governing equations in a one-dimensional space with $\Omega = (a, b)$. For the sake of simplicity, we set $M = 1$ unless otherwise specified in Eq. (3). We define $\phi$ at $(x_i, t_k)$, where $x_i = a + (i - 0.5)h$ for $i = 1, \ldots, N_x$ and $t_k = k\Delta t$ for $k = 1, \ldots, N_t$. Here, $N_x$ and $N_t$ are the total numbers of grid points in $x$ and $t$, respectively. Furthermore, $h = (b - a)/N_x$ is the spatial step size and $\Delta t = T/N_t$ is the temporal step size, where $T$ is the final time. For convenience, we use the notation $(\phi^k_i = \phi(x_i, t_k))$. One possible discretization of Eqs. (3) and (4) is the nonlinearly gradient stabilized scheme type [8,9] as follows:

\[
\frac{\phi^{k+1}_i - \phi^k_i}{\Delta t} = \frac{1}{h^2} \left( \mu^{k+1}_i - 2\mu^k_i + \mu^{k-1}_i \right) + \lambda_p \phi^k_i. \\
\mu^{k+1}_i = (\phi^{k+1}_i)^3 - 1.5(\phi^k_i)^2 + 0.75\phi^{k+1}_i - 0.25\phi^k_i - \frac{\epsilon^2}{h^2} \left( \phi^{k+1}_i - 2\phi^k_i + \phi^{k-1}_i \right).
\]

This discretization is called the bulk growth model. We propose another model. By applying the operator splitting method, we split Eqs. (3) and (4) formally as

\[
\begin{align*}
&u_t(x, t) = \lambda_p u(x, t) \quad \text{with} \ t \in [t^k, t^{k+1}], \ u(x, t^k) = \phi^k, \\
v_t(x, t) = \mu_{xx}(x, t) \quad \text{with} \ t \in [t^k, t^{k+1}], \ v(x, t^k) = u(x, t^{k+1}), \\
&\mu(x, t) = F'(v(x, t)) - \epsilon^2 v_{xx}(x, t),
\end{align*}
\]

where the approximated solution by splitting algorithm at the point $t = t^{k+1}$ is defined as $\phi^{k+1} = v(x, t^{k+1})$.

Our first step is to solve Eq. (6) analytically. That is,

\[
u^*_i = u^*_i e^{\lambda_p \Delta t} \quad \text{for} \ i = 1, \ldots, N_x.
\]

Subsequently, we redistribute the increased mass around the interfacial region by matching the total mass as shown in Fig. 2(a). Therefore, the numerical solution is defined as follows.

\[
u^{k+1}_i = u^*_i + \Delta t \alpha(u^k) F(u^*_i), \quad \text{for} \ i = 1, \ldots, N_x
\]

where $\nu^{k+1}_i$ satisfies $\sum_{i=1}^{N_x} \nu^{k+1}_i = \sum_{i=1}^{N_x} u^k_i$. Then, $\alpha(t)$ is given as

\[
\alpha(u^k) = \frac{e^{\lambda_p \Delta t} - 1}{\Delta t} \sum_{i=1}^{N_x} u^k_i / \sum_{i=1}^{N_x} F(u^k_i).
\]

Fig. 2 shows the schematic of this process.

Finally, we obtain $v^{k+1}$ by solving the CH equations (7) and (8), using the nonlinearity gradient stable scheme [8,9]:
\[
\frac{v_i^{k+1} - v_i^k}{\Delta t} = \frac{1}{h^2} \left( \mu_{i+1}^{k+1} - 2\mu_i^{k+1} + \mu_{i-1}^{k+1} \right),
\]
for \(i = 1, \ldots, N_x\). Therefore, the increased mass in Eq. (10) is distributed along the interface of \(v\) by Eq. (12)--(13) (see Fig. 2(b)). We employ a multigrid method \cite{27} for solving the resulting discrete system of equations (12) and (13). The multigrid method is widely used for solving the CH equation in two-dimensional \cite{15,18,20}, three-dimensional \cite{17}, and axisymmetric \cite{16} domains. In this study, we refer to the algorithm (9)--(13) as the surface-limited growth model. Note that the proposed algorithm does not evolve according to Eq. (6). However, we only use Eq. (6) for the purpose of measuring the increased volume and then redistribute the additional volume to the surface area. In later sections, we will highlight the difference between the two models.

### 3.2. Radially and spherically symmetric coordinates

Next, we consider numerical solutions in radially and spherically symmetric coordinates. The governing equations are expressed as

\[ u_i(r, t) = \lambda_p u(r, t), \quad \text{with } t \in [t^n, t^{n+1}], \quad u(x, t^n) = \phi^n, \] (14)

\[ v_i(r, t) = \frac{1}{r^d} (r^d \mu(r, t)) r, \quad \text{with } t \in [t^n, t^{n+1}], \quad v(x, t^n) = u(x, t^{n+1}), \] (15)

\[ \mu(r, t) = F'(v(r, t)) - \frac{\epsilon^2}{r^d} (r^d v(r, t)) r. \] (16)

Here, \(u_i\) and \(v_i\) represent the partial derivatives of \(u\) with respect to \(t\) and \(r\), respectively. The other notation is defined in the same manner. Also, \(d = 1\) and \(d = 2\) denote the radially and spherically symmetric coordinates, respectively. We discretize the domain \(D = (0, a)\). Let \(r\) be the variable in the radial or spherical direction. We define the cell center as \(r_i = (i - 0.5)h\) and the cell edge as \(r_{i+1/2} = hi\), for \(i = 1, \ldots, N_r\). Here, \(N_r\) is the number of cells in the \(r\) direction and \(h = a/N_r\) is the spatial step size. We use the notation \(\phi_i^k = \phi(r_i, t^k)\). First, we solve Eq. (14) using an analytic solution as

\[ u_i^* = u_i^0 e^{\lambda_p \Delta t}. \]

Similar to the one-dimensional case, to allocate the increased mass \(\sum_{i=1}^{N_r} 2\pi r_i^d (u_i^* - u_i^k)h\) on the interfacial region, we use the following equation:

\[ u_i^{k+1} = u_i^k + \Delta t \alpha(u_i^k) F(u_i^k), \]

where \(\alpha(u_i^k) = (e^{\lambda_p \Delta t} - 1) \sum_{i=1}^{N_r} r_i d F(u_i^k)).\) Then, we solve the CH equations (15) and (16), as

\[ \frac{v_i^{k+1} - v_i^k}{\Delta t} = \frac{1}{h^2} \left[ \left( \frac{r_{i+1/2}}{r_i} \right)^d \left( \mu_{i+1}^{k+1} - \mu_i^{k+1} \right) \right] - \frac{(r_{i-1/2})^d}{r_i} \left( \mu_{i-1}^{k+1} - \mu_{i}^{k+1} \right), \]

\[ \mu_i^{k+1} = (v_i^{k+1})^3 - 1.5(v_i^{k+1})^2 + 0.75v_i^{k+1} - 0.25v_i^k \]

\[ - \frac{\epsilon^2}{h^2} \left[ \left( \frac{r_{i+1/2}}{r_i} \right)^d \left( v_{i+1}^{k+1} - v_i^{k+1} \right) \right] - \frac{(r_{i-1/2})^d}{r_i} \left( v_{i-1}^{k+1} - v_i^{k+1} \right). \]

### 4. Numerical experiments

In this section, we present our numerical results. It follows from our choice of the equilibrium profile that \(\phi(x) = 0.5 - 0.5 \tanh(x/(2\sqrt{2} \epsilon))\) on an infinite domain, the concentration field varies from 0.05 to 0.95 over a distance of about 4\(\sqrt{2}\) \(\tanh^{-1}(0.9)\). If we want this value to be approximately \(m\) grid points, then we choose the value of \(\epsilon\) to be

\[ \epsilon_m = h m / [4 \sqrt{2} \tanh^{-1}(0.9)]. \] (17)

where \(h\) is the grid size.
4.1. One-dimensional growth

Now, we consider a one-dimensional growth process.

In Fig. 3, the top and bottom figures show a symmetric one-dimensional tumor with the initial boundary positions $x(0) = x_0$ and a computational domain with a symmetric boundary condition at $x = 0$, respectively.

From Eq. (2), we have that $u(x(t), t) = \lambda_p x(t)$. From the fact that the outermost cells in the tumor are moving at the same velocity of the expansion of the tumor, we have that

$$\frac{dx(t)}{dt} = u(x(t), t) = \lambda_p x(t).$$

Therefore, the position of the tumor $x(t)$ by proliferation is represented as

$$x(t) = x(0)e^{\lambda_pt},$$

where $x(0)$ is the initial position of the tumor.

4.1.1. Convergence test

We perform convergence test with various temporal and spatial step sizes. For this, we investigate the convergence of the position $x$ satisfying $\phi(x, t) = 0.5$ with the reference value $x_{th} = x_0 e^{\lambda_p T}$ from Eq. (18). Here, we assume that the initial tumor is modeled by

$$\phi(x, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{x - x_0}{2\sqrt{2}\epsilon} \right),$$

where $x_0$ is the initial tissue boundary position. Also, the numerical parameters used are $\lambda_p = 0.02, \epsilon = 0.01501, x_0 = 0.2, T = 60, \Omega = (0, 1)$.

Table 1 shows the resulting errors and rates of convergence with respect to various spatial and temporal step sizes. With the theoretical value $x_{th} = 0.66402338$, we calculate the error which is defined as $e_h := |x_{num} - x_{th}|$. Here, $x_{num}$ is the position of $x$ that satisfies $\phi(x, T) = 0.5$. We define the rate of convergence as the ratio of successive errors, that is, $\log_2(e_{h_1}/e_{h_2})$. As shown in Table 1, we observe a first-order accuracy with respect to space and time. We also observe that the position $x$ seems to converge towards the theoretical position for decreasing temporal and spatial step sizes. Therefore, in order to obtain accurate numerical results, we use $\Delta t = 0.0025, h = 1/256$ in the following simulations, unless otherwise specified.

Furthermore, we investigate the convergence of numerical solution with different $\lambda_p$. When we use $\Delta t = 0.0025, T = 20$, and $h = 1/256$ on $\Omega = (0, 1)$, we obtain the numerical results in Table 2. Through these results, we can see that numerical solution converges to the analytic solution regardless of $\lambda_p$.
Table 2
Convergence of numerical solution with various \( \lambda_p \).

<table>
<thead>
<tr>
<th>( \lambda_p )</th>
<th>( \chi_{num} )</th>
<th>( \chi_t )</th>
<th>( \chi_{num} - \chi_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.2210464</td>
<td>0.2210341</td>
<td>0.0000122</td>
</tr>
<tr>
<td>0.01</td>
<td>0.2443043</td>
<td>0.2442805</td>
<td>0.0000237</td>
</tr>
<tr>
<td>0.02</td>
<td>0.2984186</td>
<td>0.298364</td>
<td>0.0000536</td>
</tr>
<tr>
<td>0.04</td>
<td>0.4452666</td>
<td>0.4451081</td>
<td>0.0001584</td>
</tr>
<tr>
<td>0.08</td>
<td>0.9919455</td>
<td>0.9906064</td>
<td>0.0013390</td>
</tr>
</tbody>
</table>

**Fig. 4.** Dynamics of the Cahn–Hilliard equation with a stacked layer. Here, the dashed line, bold solid line, and arrows are the initial condition, final solution, and direction of time evolution, respectively.

**Fig. 5.** Time evolution of \( \phi \) with different \( \epsilon \). Here, the dashed, solid, and dash-dotted lines represent the numerical solutions using \( \epsilon_4, \epsilon_8, \) and \( \epsilon_{16} \), respectively.

4.1.2. Dynamics of the Cahn–Hilliard equation

In this section, we investigate the dynamics of the CH equation, for application to tumor tissue growth. For this, we solve the original CH equation given by (3) and (4) with \( \lambda_p = 0 \). We consider the following initial condition

\[
\phi(x, 0) = 1.2 \left[ \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{x - 0.7}{2\sqrt{2}\epsilon} \right) \right]
\]

This expression is used to calculate the proliferation of the tissue. Here, the factor 1.2 is just used to make the proliferation as an example. In this test, we use the following parameters: \( \epsilon = \epsilon_8 \approx 0.00375 \) and \( T = 2.5 \). As shown in **Fig. 4**, we can see the temporal evolution of the numerical results up to \( T = 2.5 \). In this figure, the dashed line, bold solid line, and arrows represent the initial condition, final solution, and direction of time evolution, respectively. As time increases, \( \phi \) which is larger than 1 decreases to 1 and the interface of \( \phi \) goes to the right side. This behavior can express cell growth by the proliferation.

4.1.3. Effect of \( \epsilon \)

We now investigate the effect of \( \epsilon \), which is related to the interface width. We perform a numerical simulation with the initial condition (19) with \( \chi_0 = 0.2 \). In this test, we take the proliferation rate \( \lambda_p = 0.02 \) and \( T = 60 \) on \( \Omega = (0, 1) \). Here, we use \( h = 1/64 \) as an exception to emphasize the effect of \( \epsilon \).

**Fig. 5** presents the numerical results with the three different values \( \epsilon_4, \epsilon_8, \) and \( \epsilon_{16} \). Here, the dashed, solid, and dash-dotted lines point to the numerical solutions by \( \epsilon_4, \epsilon_8, \) and \( \epsilon_{16} \), respectively.

As we expected, the smaller value of \( \epsilon \) leads to the more sharp transition layer. Also, we can see that the interface location is almost identical in **Fig. 5**.
4.1.4. Effect of $\lambda_p$

We investigate the effect of $\lambda_p$. At the same time, we compare the difference between Model I of surface-limited growth and Model II of bulk growth. In this numerical test, we use the parameters $\epsilon = \epsilon_8$, $T = 9$, and $x_0 = 0.1$ with the initial condition (19). Also, we use two different values $\lambda_p = 0.01$ and $\lambda_p = 1$. The time evolution of $\phi$ for $\lambda_p = 0.01$ and $\lambda_p = 1$ are shown in Figs. 6(a) and (b), respectively.

When $\lambda_p$ is small, the tumor shapes predicted by Model I and Model II are similar to the theoretical growth solution given by Eq. (18). From Fig. 6, we can see that the tumor of Model II (bulk growth) moves more slowly than that of Model I (surface-limited growth). However, when the proliferation rate $\lambda_p$ is large, we can see that the tumor of Model II moves more slowly than that of Model I. The reason is that the Model I could not propagate the increased concentration on time. As the proliferation rate $\lambda_p$ increases, the tumor concentration increases, instead of the propagation.

4.2. Two-dimensional growth

We now consider the surface-limited growth model on the radially-symmetric domain and the full two-dimensional domain.

Fig. 7 represents a schematic illustration of a radially symmetric domain. In this radially symmetric domain, by Eq. (2), we have

$$\frac{1}{r} \frac{\partial}{\partial r} (ru(r(t), t)) = \lambda_p \quad \text{on} \quad \Omega = [0, +\infty). \quad (20)$$

By integrating Eq. (20) and applying the zero homogeneous Neumann boundary condition at $r = 0$, i.e., $\frac{\partial u}{\partial r}(0, t) = 0$, we obtain the theoretical position

$$r(t) = r_0 e^{\lambda_p t/2}, \quad (21)$$

where $r_0$ is the radius of the initial disk.
4.2.1. Temporal evolution

We now present the computational results for the radially symmetric and fully two-dimensional simulations. For the radially symmetric simulation, we set the following initial phase-field profile as

$$
\phi(r, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{r - r_0}{2\sqrt{2}\epsilon} \right)
$$
on the domain $\Omega = (0, 1)$. Also, for the fully two-dimensional simulation, we start with the following initial condition

$$
\phi(x, y, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{\sqrt{x^2 + y^2} - r_0}{2\sqrt{2}\epsilon} \right)
$$on the domain $\Omega = (-1, 1) \times (-1, 1)$. Both numerical tests are used as $r_0 = 0.2$, $\lambda_p = 0.02$, and $\epsilon = \epsilon_8$. The other parameters are same to the previous one.

Fig. 8(a) represents the temporal evolutions of numerical solution by fully two-dimensional simulations up to $t = 100$. The result means the contour line of the numerical solution at the level $\phi(x, y) = 0.5$ at $t = 0$, 25, 50, 75, and 100. Here, the arrow indicates the increasing time. As shown in Fig. 8(a), the initial circle is getting bigger and this points out the tissue growth in two-dimensional domain. Also, Fig. 8(b) illustrates the cross-sectional view at $y = 0$. For verification of numerical results, we overlap the three different profiles by fully two-dimensional, radially symmetric, and theoretical solutions at specified times. A comparison of the numerical values and theoretical value shows that these are well matched each other.

4.2.2. Numerical stability test with $\lambda_p$

In this section, we present numerical stability of the surface-limited growth model with the proliferation rate $\lambda_p$. For the initial condition, we consider the following elliptic shape tumor which is given by $x^2/a^2 + y^2/b^2 = 1$.

By Darcy’s law, we assume the cell velocity $u = -\nabla p$, where $p$ is the pressure field. Then, by using Eq. (2), we have that

$$
-\Delta p = \nabla \cdot u = \lambda_p.
$$

As the pressure field is unique up to a constant, we set a zero Dirichlet boundary condition on the moving domain boundary $\partial \Omega_t$, where $\partial \Omega_t = \{(x, y) | x^2/a^2 + y^2/b^2 = 1\}$. The solution for Eq. (22) is given as

$$
p(x, y) = -\frac{\lambda_p a^2 b^2}{2(a^2 + b^2)} \left( \frac{x^2}{a^2} + \frac{y^2}{b^2} - 1 \right).
$$Then, we have the velocity

$$
u(x, y) = -\nabla p(x, y) = \frac{\lambda_p}{a^2 + b^2} \left( b^2 x, a^2 y \right).
$$

Here, we can derive $a$ and $b$ analytically. We set the initial points of the major and minor axes of the ellipse as $a_0$ and $b_0$. The time derivative equations are obtained from Eq. (23):

$$
\frac{da}{dt} = \frac{\lambda_p b^2 a}{a^2 + b^2}, \quad \frac{db}{dt} = \frac{\lambda_p a^2 b}{a^2 + b^2}.
$$
Fig. 9. Comparison of temporal solutions by the bulk, surface-limited, and theoretical growth with respect to (a) $\lambda_p = 0.1$, (b) $\lambda_p = 1$, and (c) $\lambda_p = 10$. Here, the first and second rows represent the contour line at 0.5 level and the cross section of $\phi$, respectively.

The solutions are then given by

$$a(t) = \sqrt{a_0^2 - b_0^2 + \sqrt{a_0^4 - 2a_0^2b_0^2 + b_0^4 + 4a_0^2b_0^2e^{2\lambda_pt}/\sqrt{2}},}$$

$$b(t) = \sqrt{b_0^2 - a_0^2 + \sqrt{a_0^4 - 2a_0^2b_0^2 + b_0^4 + 4a_0^2b_0^2e^{2\lambda_pt}/\sqrt{2}},}$$

where we suppose that $a_0 > b_0$.

For numerical tests, we set the initial ellipse with major axis $a = 0.4$ and minor axis $b = 0.3$ on the computational domain $\Omega = (-1, 1) \times (-1, 1)$. The other parameters are used as $\epsilon = \epsilon_0$ and $\Delta t = 0.001$. In Fig. 9, we obtain the numerical results of bulk and surface-limited growth models with three different values of $\lambda_p$. Here, first and second rows in Fig. 9 represent the contour lines at the level $\phi(x, y) = 0.5$ and cross-section profiles at $y = 0$, respectively.

As shown in Fig. 9, we can see that the surface-limited growth model is more stable than the bulk growth model with regard to larger proliferation rates $\lambda_p$. In addition, the numerical results by the our proposed method are comparable to the theoretical results although the proliferation rate is large.

4.3. Three-dimensional growth

In the case that the tumor retains its spherical symmetry, we can calculate the problem on a one-dimensional space as shown in Fig. 10.

Similar to that in the radially symmetric case, we obtain the following analytic solution in the spherically symmetric case.

$$r(t) = r(0)e^{\lambda_p t/3}.$$  (26)

4.3.1. Temporal evolution of initial sphere

In this section, we investigate the three-dimensional tissue growth. For this, we perform the spherically symmetric and fully three-dimensional simulations.
Fig. 10. Top: a spherically symmetric three-dimensional tumor with the initial boundary position \( r(0) = r_0 \). Bottom: a computational domain with a spherically symmetric boundary condition at \( r = 0 \).

Fig. 11. Comparison of spherically symmetric and fully three-dimensional temporal results. (a) Contour lines at the level \( \phi(x, y, 0) = 0.5 \) and (b) cross-section profiles of \( \phi(x, 0, 0) \) at \( t = 0, 0.5, 1, 1.5, 2, \) and 2.5. Here, the arrow indicates the increasing time.

The initial conditions are set as

\[
\phi(r, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{r - 0.5}{2\sqrt{2}\epsilon} \right)
\]

for spherically symmetric problem and

\[
\phi(x, y, z, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{\sqrt{x^2 + y^2 + z^2 - 0.5}}{2\sqrt{2}\epsilon} \right)
\]

for fully three-dimensional problem. We use a proliferation rate \( \lambda_p = 0.8 \), spatial and temporal step sizes \( h = 1/64 \), \( \Delta t = 0.0025 \), and a transition layer \( \epsilon = \epsilon_4 \). And the computational domains \( \Omega = (-1, 1) \) and \( \Omega = (-2, 2)^3 \) are used for the spherically symmetrical and full three-dimensional tests, respectively.

Fig. 11 shows the temporal solutions for fully three-dimensional and spherically symmetric problems at time \( t = 0, 1, 1.5, 2, \) and 2.5. As we expected, we can observe that the both numerical solutions are propagated by the effect of the proliferation rate.

In Fig. 11(b), we can see that the numerical results for the spherically symmetrical and full three-dimensional tests are in good agreement with the theoretical results, obtained by Eq. (26).

4.3.2. Temporal evolution of initial ellipsoidal tissue

Next, we consider the evolution of an ellipsoidal tumor in the three-dimensional space. The initial ellipsoidal tumor shape is given by

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = 1.
\]

By Darcy's law, we assume that the cell velocity \( \mathbf{u} = -\nabla p \), where \( p \) is the pressure field. By using Eq. (2), we have that

\[
-\Delta p = \nabla \cdot \mathbf{u} = \lambda_p.
\]
As the pressure field is unique up to constant, we set a zero Dirichlet boundary condition on the moving domain boundary \( \partial \Omega_t \), where \( \partial \Omega_0 = \{(x, y, z)|x^2/a^2 + y^2/b^2 + z^2/c^2 = 1\} \). The solution for Eq. (28) is given by

\[
p(x, y, z) = -\frac{\lambda_p a^2 b^2 c^2}{2(a^2 b^2 + b^2 c^2 + c^2 a^2)} \left( \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} - 1 \right).
\]

Furthermore, we have the velocity

\[
u(x, y, z) = -\nabla p(x, y, z) = \frac{\lambda_p}{a^2 b^2 + b^2 c^2 + c^2 a^2} \left( b^2 c^2 x, c^2 a^2 y, a^2 b^2 z \right).
\]

Let us suppose that \( b = c \). Then we obtain the following formula using Mathematica software [30].

\[
a(t) = \sqrt{1 + (1 + 8e^{2t} + 4\sqrt{e^{2t} + 4e^{4t}})^{-\frac{1}{2}} + (1 + 8e^{2t} + 4\sqrt{e^{2t} + 4e^{4t}})^{\frac{1}{2}}},
\]

\[
b(t) = \left\{ \begin{array}{ll} \frac{1}{2} & (1 + 8e^{2t} + 4\sqrt{e^{2t} + 4e^{4t}})^{\frac{1}{2}} \\
4\sqrt{e^{2t} + 4e^{4t}}(1 + 8e^{2t} + 4\sqrt{e^{2t} + 4e^{4t}})^{\frac{1}{2}} + (1 + 8e^{2t} + 4\sqrt{e^{2t} + 4e^{4t}})^{\frac{1}{2}} \\
+ 8e^{2t}(-2 + (1 + 8e^{2t} + 4\sqrt{e^{2t} + 4e^{4t}})^{\frac{1}{2}})/(1 + 8e^{2t} + 4\sqrt{e^{2t} + 4e^{4t}})^{-1} \end{array} \right\} \times \delta(t),
\]

where we assumed that \( a_0 = 2 \) and \( b_0 = c_0 = 1 \).

Fig. 12 shows the temporal evolution of the ellipsoid shape in the fully three-dimensional simulations. The initial condition is given by Eq. (27) with \( a = 0.7 \), \( b = 0.5 \), and \( c = 0.4 \). And we use 256\(^3\) mesh grid on a \((-2, 2)^3\) domain with \( \epsilon_4 \), \( \lambda_p = 0.8 \), and \( \Delta t = 0.0025 \). In Fig. 12(a)–(d), each isosurface represents a numerical solution for \( t = 0, 0.75, 1.5, \) and 2.5. And the dot means the theoretical value at each time. Furthermore, we overlap its corresponding contour lines at the level \( \phi(x, y, 0) = 0.5 \) in Fig. 12(e). Again, we can see that the numerical and theoretical results are in good agreements.

4.4. Application on complex tumor model

In this section, we consider the four-species model representing the tumor cell concentration and the healthy cell concentration along with two species identified with extracellular water, that is, nutrient-rich and nutrient-poor waters [12]. We assume that the mixture is composed of the following four species \( \phi, \psi, n, \) and \( w \), which are tumor and healthy cell volume fractions, nutrient-rich, and nutrient-poor extracellular water volume fractions, respectively. The mixture is assumed to be saturated as \( \phi + \psi + n + w = 1 \) everywhere. With the additional constraint, that is, \( \phi + \psi \) and \( n + w \) are constants everywhere, the total energy can be written as follows.

\[
\mathcal{E} = \int_\Omega \left( 4\Gamma F'(\phi) + \frac{\epsilon^2}{2}(\nabla \phi)^2 + \chi(\phi, n) + \frac{1}{2\delta} n^2 \right) dx,
\]

where \( \Gamma \) is a positive coefficient for a double well polynomial free energy, \( \chi(\phi, n) = -\chi_0 \phi n \) is the chemotaxis energy and \( \delta \) is a small positive parameter for the relative strength of the interaction between the cell and nutrient species [12]. Now, we obtain the following four-species model.
\[
\frac{\partial \phi}{\partial t} = \nabla(M_\phi \nabla \mu) + \gamma_\phi, \\
\mu = 4\Gamma F'(\phi) - \epsilon^2 \Delta \phi - \chi_0 \phi,
\]
(30)
\[
\frac{\partial n}{\partial t} = \nabla(M_n \nabla(\chi_0 \phi + n/\delta)) + \gamma_n,
\]
(31)
where \(M_\phi \) and \(M_n \) are mobility functions for \(\phi \) and \(n \), respectively. Also, \(\gamma_\phi \) is defined as \(\gamma_\phi = P_0 \phi n + \delta P_0 (\chi_0 \phi - \mu \phi)\) and \(\gamma_n \) is proposed as \(\gamma_n = -\gamma_\phi \).

Now, we assume that the nutrient concentration will be taken as quasi-steady, that is, \(n_t = 0 \) and Dirichlet boundary conditions will be imposed. Additionally, the mobility functions are given as \(M_\phi = M_\phi^0 \) and \(M_n = \delta \hat{D} \), where \(M \) and \(\hat{D} \) are positive constants. Then, we obtain the following system as

\[
\frac{\partial \phi}{\partial t} = \nabla \cdot (\hat{M} \phi^2 \nabla \mu) + \gamma_\phi, \\
\mu = F'(\phi) - \epsilon^2 \Delta \phi - \chi_0 \phi,
\]
(32)
\[
0 = \delta \hat{D} \Delta n - \delta \hat{D} \chi_0 \Delta \phi + \gamma_n,
\]
(33)
for \((x, y, t) \in \Omega \times (0, T)\) and the boundary conditions are taken by \(\partial \phi / \partial n = \partial \mu / \partial n = 0\) and \(n(x, y, t) = 1\) for \((x, y, t) \in \partial \Omega \times (0, T)\). Here, \(n \) is the outward normal vector to the domain boundary \(\partial \Omega \).

### 4.4.1. Numerical solution

By our numerical splitting scheme, we obtain the following numerical solution at each step.

**Step 1** Calculate the increased mass.

\[
\phi_{ij}^* = \phi_{ij}^n + \Delta t \alpha(\phi_{ij}^n) F(\phi_{ij}^n),
\]
where \(\alpha(\phi_{ij}^n) = \frac{\epsilon^2}{\Delta t} - \frac{1}{\Delta t} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi_{ij}^n / \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} F(\phi_{ij}^n),\)
\[
\gamma_{ij}^k = P_0 n_{ij}^k \phi_{ij}^k + \delta P_0 \phi_{ij}^k [\chi_0 (n_{ij}^k - \phi_{ij}^k) - F'(\phi_{ij}^k) + \epsilon^2 \Delta \phi_{ij}^k].
\]

**Step 2** Solve the modified Cahn–Hilliard equation.

\[
\frac{\phi_{ij}^{k+1} - \phi_{ij}^n}{\Delta t} = \nabla \cdot (\hat{M} \phi_{ij}^n \nabla \mu_{ij}^{k+1}),
\]
\[
\mu_{ij}^{k+1} = F'(\phi_{ij}^{k+1}) - \epsilon^2 \Delta \phi_{ij}^{k+1} - \chi_0 n_{ij}^k.
\]

**Step 3** Solve quasi-steady nutrient equation.

\[
0 = \delta \hat{D} \Delta n \left( \frac{n_{ij}^{k+1}}{\delta} - \chi_0 \phi_{ij}^{k+1} \right) - \gamma_{ij}^{k+1},
\]
\[
\gamma_{ij}^{k+1} = P_0 n_{ij}^k \phi_{ij}^{k+1} + \delta P_0 \phi_{ij}^{k+1} [\chi_0 (n_{ij}^k - \phi_{ij}^{k+1}) - F'(\phi_{ij}^{k+1}) + \epsilon^2 \Delta \phi_{ij}^{k+1}].
\]

The above equation is rewritten by

\[
(\Delta \chi_0 n_{ij})^{k+1} = \delta \chi_0 \Delta \phi_{ij}^{k+1} + \frac{1}{\hat{D}} \gamma_{ij}^{k+1}.
\]

Next, we perform a numerical test to show the nonlinear growth case. For numerical simulation, we use the parameters as \(\hat{M} = 100, \hat{D} = 1, \delta = 0.01, \Gamma = 0.045, \chi_0 = 0.05, P_0 = 0.1, \epsilon = 0.01, \Delta t = 0.0025, \) and \(N_x = 512 \) on the computational domain \([-12.6, 12.6] \times [-12.6, 12.6]\). The initial condition is set to

\[
\phi(x, y, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{\sqrt{(x-2.1)^2 + (y-1.9)^2} - 1}{2\sqrt{2}\epsilon} \right).
\]

Fig. 13 shows how the elliptic tumor propagates as time evolves. Unlike the previous examples, we can see the irregular growth of the tumor cell.
5. Conclusion

In this paper, we considered the modeling of tissue growth by phase-field models, along with their associated numerical methods. Our model is based on the Cahn–Hilliard equation, along with a source term. In order to accurately and efficiently solve the equations, we used an operator splitting method. First, we solved the source term analytically and redistributed the increased mass around the tissue boundary position. Subsequently, we solved the Cahn–Hilliard equation using the nonlinearily gradient stable numerical scheme to make the interface transition profile smooth. We then performed various numerical experiments, confirming a good agreement between the numerical results and the analytical solutions. In future work, we plan to apply our proposed numerical scheme to more complex and comprehensive tumor models.
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