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Highlights

• We propose an efficient and stable compact fourth-order method for the phase field crystal equation.
• The proposed numerical method with second order accuracy of time exhibits excellent stability.
• We implement the compact scheme in the adaptive mesh refinement framework.
• An adaptive time step method for the phase field crystal model is also presented.

Abstract

In this paper, we present a high-order accurate compact scheme for the phase field crystal model in two- and three-dimensional spaces. The proposed scheme is derived by combining a fourth-order compact finite difference formula in space and a backward differentiation for the time derivative term, which is second-order accurate in time. Furthermore, a nonlinearly stabilized splitting scheme is used and thus a larger time step can be allowed. Since the equations at the implicit time level are nonlinear, we introduce a Newton-type iterative method and employ a fast and efficient nonlinear multigrid solver to solve the resulting discrete system. In particular, we implement the compact scheme in the adaptive mesh refinement framework. An adaptive time step method for the phase field crystal model is also proposed. Various numerical experiments are presented and confirm the accuracy, stability, and efficiency of our proposed method.
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1. Introduction

The aim of the research presented in this paper is to develop a high-order accurate compact scheme, i.e., second-order accurate in time and fourth-order accurate in space, for the phase field crystal model [1,2]:

\[
\frac{\partial \phi}{\partial t}(x, t) = M \Delta \mu(x, t),
\]

\[
\mu(x, t) = \phi^3(x, t) + (1 - \epsilon)\phi(x, t) + 2\Delta \phi(x, t) + \Delta^2 \phi(x, t), \quad x \in \Omega, \; 0 < t \leq T,
\]

\[
\phi(x, t) \text{ is } \Omega - \text{periodic},
\]

\[
\phi(x, 0) = \phi_0(x),
\]

where the phase field \( \phi(x, t) \) approximates the number density of atoms in a binary mixture in the domain \( \Omega = \bigcup_{i=1}^{d} (0, L_i) \subset \mathbb{R}^d \) (\( d = 2 \) or 3). \( \mu \) is the chemical potential and \( \Delta \) is the Laplacian operator. The temperature related parameter \( \epsilon \) and the mobility \( M \) are constants. For simplicity of exposition, here we consider the periodic boundary condition for both the order parameter and the chemical potential. This model, which is related to the dynamic density functional theory of freezing [2,3], has an important advantage over many atomistic models in that the characteristic time is determined by the diffusion time scale and not by that of the atomic vibrations. This enables relatively long time processes to be captured, in contrast to atomistic models. The review by Provatas et al. [4] outlines a wide range of applications of the phase field crystal modeling framework. A particularly challenging aspect of the numerical simulation of the phase field crystal model is the severe stability restriction on the time step, because this model is a sixth-order nonlinear partial differential equation. Generally, an explicit time scheme leads to severe and impracticable time step restrictions for stability: more precisely \( \Delta t \sim O(h^6) \), where \( \Delta t \) is the time step and \( h \) is the mesh size [5–7]. Although a fully implicit approach can use a large time step, it only has first-order accuracy in time and requires small time steps to guarantee accuracy. Many research have been done to overcome the stability restriction [6–18]. In [11], a backward Euler scheme was presented with linearized discretization for the nonlinear term \( \phi^3 \). Without having carried out a stability analysis, the authors numerically claimed that relatively larger time steps can be used. Depending upon a Fourier stability analysis, Cheng and Warren [12] proposed a linear spectral scheme, where the nonlinear term \( \phi^3 \) is treated explicitly. Wise et al. [13] presented a first-order accurate (in time) finite difference scheme for the phase field crystal equation model, based on a convex splitting framework. Both the unconditionally unique solvability and discrete mass conservation were proved in their paper. Later, Hu et al. [14] extended their previous study [13] and proposed a stable and efficient second-order accurate (in time) finite-difference nonlinear scheme. Gomez et al. [15] proposed a nonlinear, second-order time accurate, and unconditionally gradient stable method with the modified Crank–Nicolson method, which is not based on convex splitting. Zhang et al. [6] developed two unconditionally stable schemes coupled with an adaptive time stepping strategy for solving the phase field crystal model. In [16], an operator splitting method for solving the phase field crystal equation was proposed. The authors split the original equation into linear and nonlinear subequations, in which the linear subequation has a closed-form solution in the Fourier space and the nonlinear subequation is solved by using a Newton-type iterative method. Vignal et al. [17] used finite element discretization to propose a novel algorithm, which guarantees mass conservation, unconditional energy stability, and second-order accuracy in time. Glasner et al. [18] proposed a linear, second-order time accurate, and unconditionally gradient stable method based on linear convex splitting. In [7], a local discontinuous Galerkin method and two unconditionally energy stable schemes were presented. The semi-discrete energy stability of this Galerkin method was also proved.

The numerical simulation of the phase field crystal model is time consuming in that it needs considerable time to reach the steady state. On the other hand, a low-order accurate approach generally requires small time steps to guarantee accuracy. Therefore, a high-order accurate (in time and space) scheme is essential. Most of these numerical solutions reported to date have second-order accuracy in spatial and first- or second-order accuracy in temporal discretizations. We are not aware of any results on second-order time and fourth-order space discretization for the two- and three-dimensional phase field crystal equations. Compact difference methods achieve high-order accuracy without significantly increasing the grid points in each coordinate direction and have been developed for the Cahn–Hilliard equation [19,20]. Similar with the phase field crystal model, the Cahn–Hilliard equation was introduced to model phase separation phenomena in binary alloys and was widely studied [21–24]. Note that the
finite difference framework enables us to derive higher-order schemes by increasing the grid points in each coordinate direction straightforwardly.

However, the above-mentioned case would be a problematic if those points were close to the domain boundary. Possible ways to address this problem would be to either switch to a different solver near the boundary or to introduce a second boundary layer by interpolation [25]. This, however, generally lowers the overall accuracy of the solution. Furthermore, when either a multigrid method or an adaptive mesh refinement method is used, this problem becomes more obvious, since the same spatial operators need to be used on coarse and fine grid levels, which is much more difficult. Therefore, compact high-order schemes, which need less information from neighboring grid points, are more appropriate choices.

The objective of this study is to develop a compact difference scheme for the phase field crystal equation, which is second-order accurate in time and fourth-order accurate in space. A nonlinearly stabilized splitting scheme is used in the proposed scheme and thus a larger time step can be allowed. The equations at the implicit time level are linear and we employ a fast and efficient linear multigrid solver to solve the resulting system. In particular, we implement the compact scheme in the adaptive mesh refinement framework. An adaptive time step method for the phase field crystal model is also proposed. Several numerical experiments are performed to demonstrate the performance of our proposed algorithm.

This paper is organized as follows. Section 2 reviews the properties of the phase field crystal equation. In Section 3, we derive the fourth-order compact finite difference scheme and prove its properties. Section 4 presents the results of several numerical experiments. Section 5 contains our concluding remarks.

2. Phase field crystal model

The phase field crystal model can be derived from the mass-constrained gradient flow in a $H^{-1}$ Hilbert space (see [13] for a mathematical definition of the space) of a free energy functional of the Swift–Hohenberg type as follows [1,5,26]:

$$
E(\phi) = \int_\Omega \left( \frac{1}{4} \phi^4 + \frac{1}{2} \phi^2 - \frac{1}{2} (\nabla \phi)^2 + \frac{1}{2} (\Delta \phi)^2 \right) d\mathbf{x}.
$$

The solution $\phi(\mathbf{x}, t)$ of Eqs. (1) and (2) possesses the properties that the total energy $E(\phi)$ decreases with time

$$
\frac{d}{dt} E(\phi) = \int_\Omega (\phi^3 \phi_t + (1 - \epsilon) \phi \phi_t - 2 \nabla \phi \cdot \nabla \phi_t + \Delta \phi \Delta \phi_t) d\mathbf{x} = \int_\Omega \mu \phi_t d\mathbf{x} = \int_\Omega \mu M \Delta \mu d\mathbf{x} = -\int_\Omega M |\nabla \mu|^2 d\mathbf{x} \leq 0,
$$

and the total mass $\int_\Omega \phi d\mathbf{x}$ is conserved

$$
\frac{d}{dt} \int_\Omega \phi d\mathbf{x} = \int_\Omega \phi_t d\mathbf{x} = M \int_\Omega \Delta \mu d\mathbf{x} = M \int_{\partial \Omega} \frac{\partial \mu}{\partial \mathbf{n}} d\mathbf{s} = 0.
$$

Here, we used the periodic boundary conditions for the chemical potential $\mu$. In this paper, we focus on the phase field crystal model and propose a high-order accurate compact scheme with good numerical stability. For the sake of convenience, we let $M = 1$ in our work in this paper. For a mathematical point of view, the well-posedness and the regularity of solutions were studied in [27,28] and the existence and uniqueness of variational solutions for the phase field crystal equation with logarithmic nonlinear terms was studied in [29].

3. Numerical solution

In this section we present the compact finite difference schemes for the phase field crystal equation in two- and three-dimensional spaces. These schemes are similar to the scheme we presented earlier for the Cahn–Hilliard equation [19,20]. We refer the interested reader to [19,20] for a description of the compact finite difference framework that we employ to define our schemes.
3.1. Two-dimensional difference operators and respective inner products

Let $\Omega = (0, L_x) \times (0, L_y)$, where $L_x = N_x h$ and $L_y = N_y h$ where $h$ is positive, and $N_x$ and $N_y$ are positive even integers. We denote a discrete computational domain by $\Omega_h = \{(x_i, y_j) : x_i = (i - 0.5)h, y_j = (j - 0.5)h, 1 \leq i \leq N_x, 1 \leq j \leq N_y\}$, which is the set of cell-centers. Let $\phi_{ij}$ and $\psi_{ij}$ be the approximation of $\phi(x_i, y_j)$ and $\psi(x_i, y_j)$, respectively. The discrete differentiation operators are defined as

$$D_x \phi_{i+\frac{1}{2}, j} = \frac{1}{12} \phi_{i+1, j+1} - \phi_{i, j+1} - \frac{5}{6} \frac{\phi_{i+1, j} - \phi_{i, j}}{h} + \frac{1}{12} \frac{\phi_{i+1, j-1} - \phi_{i, j-1}}{h},$$
$$D_y \phi_{i, j+\frac{1}{2}} = \frac{1}{12} \phi_{i+1, j+1} - \phi_{i+1, j} + \frac{5}{6} \frac{\phi_{i, j+1} - \phi_{i, j}}{h} + \frac{1}{12} \frac{\phi_{i+1, j} - \phi_{i, j}}{h}.\tag{5, 6}$$

Then we define the discrete $l_2$-inner product $(\phi, \psi)_h$ and $(\nabla_c \phi, \nabla_c \psi)_e$ as

$$(\phi, \psi)_h = h^2 \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi_{ij} \psi_{ij} \quad \text{and} \quad (\nabla_c \phi, \nabla_c \psi)_e = h^2 \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( D_x \phi_{i+\frac{1}{2}, j} D_x \psi_{i+\frac{1}{2}, j} + D_y \phi_{i, j+\frac{1}{2}} D_y \psi_{i, j+\frac{1}{2}} \right).$$

The discrete total energy functional in the two-dimensional space is defined by

$$E^h(\phi^n) = \frac{1}{4} ((\phi^n)^4, 1)_h + \frac{1 - e}{2} ((\phi^n)^2, 1)_h - (\nabla_c \phi^n, \nabla_c \phi^n)_e + \frac{1}{2} (\Delta_c \phi^n, 1)_h.\tag{8}$$

Here, $1$ is a vector with all entries equal to 1. The 9-point discrete Laplacian operator, $\Delta_c$, is defined as [19]

$$\Delta_c \phi_{ij} = \frac{4(\phi_{i-1,j} + \phi_{i+1,j} + \phi_{i,j-1} + \phi_{i,j+1} + \phi_{i-1,j+1} + \phi_{i+1,j+1} + \phi_{i+1,j-1} + \phi_{i+1,j+1} - 20\phi_{ij})}{6h^2}.\tag{9}$$

Then using these above definitions, the discrete Laplacian $\Delta_c \phi_{ij}$ can be rewritten as

$$\Delta_c \phi_{ij} = \frac{D_x \phi_{i+\frac{1}{2}, j} - D_x \phi_{i-\frac{1}{2}, j}}{h} + \frac{D_y \phi_{i, j+\frac{1}{2}} - D_y \phi_{i, j-\frac{1}{2}}}{h}.$$\quad \text{(10)}$$

Furthermore, the Taylor series in two variables enables us to obtain

$$\Delta \phi_{ij} = \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \right)_{ij} = \Delta_c \phi_{ij} - \frac{h^2}{12} \Delta^2 \phi_{ij} + O(h^4),$$

where $\Delta^2 \phi = \Delta(\Delta \phi)$ is the biharmonic operator.

3.2. Three-dimensional difference operators and respective inner products

Suppose the three-dimensional domain $\Omega = (0, L_x) \times (0, L_y) \times (0, L_z)$. Let $N_x, N_y$, and $N_z$ be positive even integers, and let $h = L_x/N_x = L_y/N_y = L_z/N_z$ be the uniform mesh size. As in the two-dimensional case, $\phi_{ijk}$ and $\psi_{ijk}$ are defined in the cell-centers and are the approximations of $\phi(x_i, y_j, z_k)$ and $\psi(x_i, y_j, z_k)$, respectively. We define the following discrete inner products:

$$(\phi, \psi)_h = h^3 \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sum_{k=1}^{N_z} \phi_{ijk} \psi_{ijk},\tag{11}$$

$$(\nabla_c \phi, \nabla_c \psi)_e = h^3 \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sum_{k=1}^{N_z} \left( D_x \phi_{i+\frac{1}{2}, jk} D_x \psi_{i+\frac{1}{2}, jk} + D_y \phi_{i, j+\frac{1}{2}, k} D_y \psi_{i, j+\frac{1}{2}, k} + D_z \phi_{i, j, k+\frac{1}{2}} D_z \psi_{i, j, k+\frac{1}{2}} \right).\tag{12}$$
where the discrete differentiation operator $D_x \phi_{i+\frac{1}{2},jk}$, $D_y \phi_{i,j+\frac{1}{2},k}$, and $D_z \phi_{i,j,k+\frac{1}{2}}$ are defined as

$$D_x \phi_{i+\frac{1}{2},jk} = \left[128(\phi_{i+1,j,k} - \phi_{ijk}) + 11(\phi_{i+1,j+1,k} - \phi_{i+1,j+1,k} - \phi_{i+1,j,k} - \phi_{i,j+1,k} + \phi_{i,j,k+1} - \phi_{i,j,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + (\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) \right] / (180h),$$

$$D_y \phi_{i,j+\frac{1}{2},k} = \left[128(\phi_{i,j+1,k} - \phi_{ijk}) + 11(\phi_{i+1,j+1,k} - \phi_{i+1,j+1,k} - \phi_{i+1,j,k} - \phi_{i,j+1,k} + \phi_{i,j,k+1} - \phi_{i,j,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + (\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) \right] / (180h),$$

and

$$D_z \phi_{i,j,k+\frac{1}{2}} = \left[128(\phi_{i,j,k+1} - \phi_{ijk}) + 11(\phi_{i+1,j+1,k} - \phi_{i+1,j+1,k} - \phi_{i+1,j,k} - \phi_{i,j+1,k} + \phi_{i,j,k+1} - \phi_{i,j,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + 2(\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) + (\phi_{i+1,j+1,k+1} - \phi_{i+1,j+1,k+1} + \phi_{i,j+1,k+1} - \phi_{i,j+1,k}) \right] / (180h).$$

The 27-point discrete Laplacian operator in three-dimensional space [20] is defined as

$$\Delta c \phi_{ijk} = [14(\phi_{i+1,j,k} + \phi_{i,j+1,k} + \phi_{i,j,k+1} + \phi_{i,j,k+1} - \phi_{i,j,k+1}) + 2(\phi_{i+1,j+1,k} + \phi_{i,j+1,k} + \phi_{i,j,k+1} + \phi_{i,j,k+1} - \phi_{i,j,k+1}) + 2(\phi_{i+1,j+1,k} + \phi_{i,j+1,k} + \phi_{i,j,k+1} + \phi_{i,j,k+1} - \phi_{i,j,k+1}) + 2(\phi_{i+1,j+1,k} + \phi_{i,j+1,k} + \phi_{i,j,k+1} + \phi_{i,j,k+1} - \phi_{i,j,k+1}) + (\phi_{i+1,j+1,k} + \phi_{i,j+1,k} + \phi_{i,j,k+1} + \phi_{i,j,k+1} - \phi_{i,j,k+1})] / (30h^2).$$

Then using the above definitions, we can rewrite the discrete Laplacian $\Delta c \phi_{ijk}$ as

$$\Delta c \phi_{ijk} = \frac{D_x \phi_{i+\frac{1}{2},jk} - D_x \phi_{i-\frac{1}{2},jk}}{h} + \frac{D_y \phi_{i,j+\frac{1}{2},k} - D_y \phi_{i,j-\frac{1}{2},k}}{h} + \frac{D_z \phi_{i,j,k+\frac{1}{2}} - D_z \phi_{i,j,k-\frac{1}{2}}}{h}.$$

As in the two-dimensional case, we can obtain the high-order Laplace approximation at node $ijk$:

$$\Delta c \phi_{ijk} = \left(\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial z^2}\right)_{ijk} = \Delta c \phi_{ijk} - \frac{h^2}{12} \Delta^2 c \phi_{ijk} + O(h^4).$$

Note that the definition of the discrete total energy functional in three-dimensional space proceeds similarly to that in the two-dimensional case.

### 3.3. Compact finite difference scheme for phase field crystal model

Now, we derive the fourth-order spatially accurate and practically stable compact finite difference scheme for the phase field crystal model. As a preparatory step, we rewrite Eq. (2) as

$$\mu(x, t) = \phi^3(x, t) + (1 - \epsilon)\phi(x, t) + \Delta k(x, t),$$

$$\kappa(x, t) = 2\phi(x, t) + \Delta \phi(x, t).$$

Here $\kappa$ holds the periodic boundary condition because we assumed this condition for $\phi$ and $\mu$. For simplicity, we describe the schemes in two-dimensional space. Three-dimensional discretization is defined analogously. Let $\phi_{ijk}$ be the approximation of $\phi(x_i, y_j, n\Delta t)$, where $\Delta t = T / N_t$ is the time step, $T$ is the final time, and $N_t$ is the total number.
of time steps. \( \mu^n_{ij} \) and \( \kappa^n_{ij} \) are defined in a similar fashion. We can discretize Eq. (1) as

\[
\phi_t = \Delta \mu = \Delta_c \mu - \frac{h^2}{12} \Delta^2 \mu + O(h^4).
\]  

(17)

Here, we have used Eq. (10) and Eq. (14) in two- and three-dimensional space, respectively. Then in Eq. (17), we can replace \( \Delta \mu \) as \( \phi_t \) because of Eq. (1):

\[
\phi_t = \Delta_c \mu - \frac{h^2}{12} (\Delta \phi_t) + O(h^4) = \Delta_c \mu - \frac{h^2}{12} (\Delta_c \phi_t) + O(h^4).
\]  

(18)

Since \( \Delta_c \) is the second-order approximation of the Laplacian operator, Eq. (18) is sufficient to guarantee fourth-order accuracy of the solution. Furthermore, the backward differentiation formula offers a convenient choice to obtain second-order accuracy in time. Thus, the discretization of Eq. (18) is written as:

\[
\frac{1}{\Delta t} \left( \frac{3}{2} \phi^{n+1} - 2 \phi^n + \frac{1}{2} \phi^{n-1} \right) = \Delta_c \mu^{n+1} - \frac{h^2}{12 \Delta t} \left( \frac{3}{2} \Delta_c \phi^{n+1} - 2 \Delta_c \phi^n + \frac{1}{2} \Delta_c \phi^{n-1} \right) + O(\Delta t^2 + h^4),
\]  

(19)

where \( \phi^{-1} = \phi^0 \).

It should be noted that Eq. (19) is a three level scheme which requires a special setting of initial step \( \phi^{-1} \) to guarantee the second-order accuracy for every time step. In our paper \( \phi^{-1} = \phi^0 \) is simple and will lower the accuracy in the first time step. But for later calculations, Eq. (19) is indeed with second-order accurate. Therefore for a long simulation, second-order accuracy with respect to time can be observed.

To obtain a high-order stable scheme, we use an implicit scheme for Eq. (2):

\[
\mu^{n+1} = (\phi^{n+1})^3 + (1 - \epsilon)\phi^{n+1} + \Delta \kappa^{n+1}.
\]  

(20)

Substituting Eq. (14) into Eq. (20), we obtain the fourth-order form for Eq. (20):

\[
\mu^{n+1} = (\phi^{n+1})^3 + (1 - \epsilon)\phi^{n+1} + \Delta \kappa^{n+1} - \frac{h^2}{12} \Delta^2 \kappa^{n+1} + O(h^4)
\]

\[
= (\phi^{n+1})^3 + (1 - \epsilon)\phi^{n+1} + \Delta \kappa^{n+1} - \frac{h^2}{12} \Delta_c \left( \mu^{n+1} - (\phi^{n+1})^3 - (1 - \epsilon)\phi^{n+1} \right) + O(h^4).
\]

(21)

Since \( \Delta_c (\phi^{n+1})^3 \) is a Laplacian for the nonlinear term \( (\phi^{n+1})^3 \), which is difficult to solve numerically, we replace \( \Delta_c (\phi^{n+1})^3 \) by \( \Delta_c (\phi^{n+1})^3 \), thereby retaining the second-order accuracy in time and fourth-order accuracy in space. Here \( \phi^{n+1} = 2\phi^n - \phi^{n-1} \). Then Eq. (23) is rewritten as:

\[
\mu^{n+1} = (\phi^{n+1})^3 + (1 - \epsilon)\phi^{n+1} + \Delta \kappa^{n+1} - \frac{h^2}{12} \Delta_c \left( \mu^{n+1} - (\phi^{n+1})^3 - (1 - \epsilon)\phi^{n+1} \right) + O(h^4).
\]

(22)

For Eq. (16), we obtain the following equation:

\[
\kappa^{n+1} = 2\phi^{n+1} + \Delta_c \phi^{n+1} - \frac{h^2}{12} \Delta^2 \phi^{n+1} + O(h^4)
\]

\[
= 2\phi^{n+1} + \Delta_c \phi^{n+1} - \frac{h^2}{12} \Delta_c \left( \kappa^{n+1} - 2\phi^{n+1} \right) + O(h^4).
\]

(23)

Finally, our proposed schemes are written as:

\[
\frac{1}{\Delta t} \left( \frac{3}{2} \phi^{n+1} - 2 \phi^n + \frac{1}{2} \phi^{n-1} \right) = \Delta_c \mu^{n+1} - \frac{h^2}{12 \Delta t} \left( \frac{3}{2} \Delta_c \phi^{n+1} - 2 \Delta_c \phi^n + \frac{1}{2} \Delta_c \phi^{n-1} \right),
\]

(24)

\[
\mu^{n+1} = (\phi^{n+1})^3 + (1 - \epsilon)\phi^{n+1} + \Delta_c \kappa^{n+1} - \frac{h^2}{12} \left( \Delta_c \mu^{n+1} - \Delta_c (\phi^{n+1})^3 - (1 - \epsilon) \Delta_c \phi^{n+1} \right),
\]

(25)
\[ \kappa^{n+1} = 2\phi^{n+1} + \Delta_c \phi^{n+1} - \frac{h^2}{12} \left( \Delta_c \kappa^{n+1} - 2 \Delta_c \tilde{\phi}^{n+1} \right). \]  

(26)

We use a nonlinear multigrid method [14,30] to solve the nonlinear discrete system (24)–(26) at the implicit time level. This involves representing the discrete system (24)–(26) as

\[ \mathcal{L}(\phi^{n+1}, \mu^{n+1}, \kappa^{n+1}) = S(\xi^n, \varphi^n, \xi^n), \]

where \( \mathcal{L}(\phi^{n+1}, \mu^{n+1}, \kappa^{n+1}) \) and \( S(\xi^n, \varphi^n, \xi^n) \) are the nonlinear operator and source terms at every node, respectively:

\[ \mathcal{L}(\phi^{n+1}, \mu^{n+1}, \kappa^{n+1}) = \begin{pmatrix} 3/2 + h^2/8 \Delta_c & -\Delta t \Delta_c & 0 \\ -(1 - \epsilon)(1 + h^2/12 \Delta_c) & 1 + h^2/12 \Delta_c & -\Delta_c \\ -\Delta_c & 0 & 1 + h^2/12 \Delta_c \end{pmatrix} \begin{pmatrix} \phi^{n+1} \\ \mu^{n+1} \\ \kappa^{n+1} \end{pmatrix}. \]

\[ S(\xi^n, \varphi^n, \xi^n) = \begin{pmatrix} (1 + h^2/12 \Delta_c)(2\phi^n - \phi^{n-1}/2) \\ h^2/12 \Delta_c (\phi^{n+1})^3 \\ 2\phi^{n+1} + h^2/6 \Delta_c \tilde{\phi}^{n+1} \end{pmatrix}. \]

Since \((\phi^{n+1})^3\) is nonlinear with respect to \(\phi^{n+1}\), we use the Newton-type iterative method to linearize \((\phi^{n+1})^3\) as:

\[ (\phi^{n+1,m+1})^3 = (\phi^{n+1,m})^3 + 3(\phi^{n+1,m})^2(\phi^{n+1,m+1} - \phi^{n+1,m}). \]

Starting with the initial guess \(\phi^{n+1,0} = \tilde{\phi}^{n+1}\), a Newton-type iterative method is applied until the relative \(l_2\) norm of the difference of \(\phi^{n+1,m}\) and \(\phi^{n+1,m+1}\) is smaller than a given tolerance \(tol\). Then we let \(\phi^{n+1} = \phi^{n+1,m+1}\). For additional details and background material of the multigrid method, please refer to the reference text [31]. Despite it being difficult to exactly prove that our proposed method has a good stability property, the results of the numerical tests presented in Section 4 indicate that our proposed scheme allows much larger time steps.

Our proposed method also satisfies mass conservation, i.e., \((\phi^{n+1}, 1)_h = (\phi^n, 1)_h\). A similar conclusion was drawn in our previous paper [20], in which we presented the proof. Therefore, the description thereof in this paper is kept brief. Using the combination of Eq. (24) and the discrete version of the integration by parts enables us to obtain

\[ \left( \frac{3}{2} \phi^{n+1} - 2\phi^n + \frac{1}{2} \phi^{n-1}, 1 \right)_h = \Delta t (\Delta_c \mu^{n+1}, 1)_h - \frac{h^2}{12} \left( \frac{3}{2} \Delta_c \phi^{n+1} - 2 \Delta_c \phi^n + \frac{1}{2} \Delta_c \phi^{n-1}, 1 \right)_h \]

\[ = \Delta t (\Delta_c \mu^{n+1}, 1)_h - \frac{h^2}{8}(\Delta_c \phi^{n+1}, 1)_h + \frac{h^2}{6}(\Delta_c \phi^n, 1)_h - \frac{h^2}{24}(\Delta_c \phi^{n-1}, 1)_h = 0. \]

(27)

Here

\[ (\Delta_c \mu^{n+1}, 1)_h = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (D_x \mu_{i+1/2,j} - D_x \mu_{i-1/2,j}) + \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (D_y \mu_{i,j+1/2} - D_y \mu_{i,j-1/2}) \]

\[ = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (D_x \mu_{i+1/2,j} - D_x \mu_{i,j}) + \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (D_y \mu_{i,j+1/2} - D_y \mu_{i,j}) = 0, \]

for the periodic boundary conditions of the chemical potential and telescoping cancellation. \((\Delta_c \phi^{n+1}, 1)_h = (\Delta_c \phi^n, 1)_h = (\Delta_c \phi^{n-1}, 1)_h = 0\) can be proved in a similar manner. Summing by parts for Eq. (27), we obtain

\[ (3\phi^{n+1}, 1)_h - (3\phi^n, 1)_h = (\phi^n, 1)_h - (\phi^{n-1}, 1)_h \]

which implies that \((\phi^{n+1}, 1)_h = (\phi^n, 1)_h\) if \((\phi^n, 1)_h = (\phi^{n-1}, 1)_h\). Since \((\phi^0, 1)_h = (\phi^{-1}, 1)_h\), we have the chain of equalities \((\phi^{n+1}, 1)_h = (\phi^n, 1)_h = \cdots = (\phi^0, 1)_h\). Therefore, our proposed method satisfies the total conservation of mass.
4. Numerical results

This section contains the results of the following numerical experiments we performed: evolution of phase field crystal in both two- and three-dimensional space, a convergence test, a test of the stability of the proposed scheme, a study of effective time step, a study of the effect of the parameter $\epsilon$, a study of the effect of the mass of the density field, phase field crystal growth with three boundary conditions, a comparison with previous method and physical crystal, and extensions of both the adaptive mesh refinement and the adaptive time step methods. Unless otherwise specified, we take $tol = 1e-8$.

4.1. Evolution of phase field crystal

We start with a numerical simulation to show the evolution of the phase field crystal in two- and three-dimensional space. In the two-dimensional space, the initial condition is set as $\phi(x, y, 0) = 0.05 + 0.1 \text{rand}(x, y)$ on the domain $(0, 128) \times (0, 128)$, where $\text{rand}(x, y)$ is a random number between $-1$ and $1$. Here $\epsilon = 0.5$ and $h = 1$ are used. The calculation is run until $t = 4000$ with the time step $\Delta t = 1$. Similar to the two-dimensional case, we choose $\phi(x, y, z, 0) = 0.05 + 0.1 \text{rand}(x, y, z)$ on the domain $(0, 128) \times (0, 128) \times (0, 128)$ for the three-dimensional space. The parameters are chosen to be the same as those in the two-dimensional case. The evolution of two- and three-dimensional growth of a crystal is shown in Figs. 1 and 2, respectively. Here we also combine the discrete energy and total mass evolutions of the numerical solutions. The inscribed small figures are the density field $\phi$ at the indicated times. Note that we normalized the total energy by the total energy at the initial time. The results in the two cases indicate that our proposed method clearly prevents the discrete energy from increasing and maintains the total conservation of mass.

4.2. Convergence test

We verify the convergence predicted by our proposed method by evolving the same initial condition as a function of time with increasingly finer values for both grid spacing and time spacing. The initial condition is chosen as:

$$\phi(x, y, 0) = 0.1 \cos \left( \frac{\pi (x - 64)}{64} \right) \sin \left( \frac{\pi (y - 64)}{64} \right)$$

(28)

on the domain $(0, 128) \times (0, 128)$. The simulation is evolved to time $t = 32$ with $\epsilon = 0.25$. Since there is no closed-form analytical solution for this problem, we define the Cauchy error between the numerical solution $\phi_h$ and the next finer grid cells covering it to be: $e_{ij}^{h/2} = \phi_{ij}^h - (\phi_{2i, 2j}^{h/2} + \phi_{2i-1, 2j}^{h/2} + \phi_{2i, 2j-1}^{h/2} + \phi_{2i-1, 2j-1}^{h/2})/4$. 

Fig. 1. Non-increasing discrete energy and mass conservation of our proposed method in two-dimensional space. The inscribed small figures are the density field $\phi$ at the indicated times. Note that we have normalized the total energy by the total energy at the initial time.
Fig. 2. Non-increasing discrete energy and mass conservation of our proposed method in three-dimensional space. The inscribed small figures are density field $\phi$ at the indicated times. Note that we have normalized the total energy by the total energy at the initial time.

Table 1

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>Error and convergence results with various grid spaces. Here $\Delta t = 2h^2$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh size</td>
<td>$l_2$-error</td>
</tr>
<tr>
<td>$(32 \times 32)$</td>
<td>$2.485E^{-4}$</td>
</tr>
<tr>
<td>$(64 \times 64)$</td>
<td>$1.637E^{-5}$</td>
</tr>
<tr>
<td>$(128 \times 128)$</td>
<td>$1.002E^{-6}$</td>
</tr>
<tr>
<td>Rate</td>
<td>3.92 4.03</td>
</tr>
</tbody>
</table>

Note that the Cauchy Error, which is defined as the difference between any two terms of a sequence and not with the exact solution, is widely used to measure the error without knowing the exact solution. The rate of convergence is defined as the ratio of successive errors: $\log_2(\|e^h\|_2/\|e^{\frac{h}{2}}\|_2)$. The grid sizes are set as $32 \times 32$, $64 \times 64$, $128 \times 128$, and $256 \times 256$ and the time step is chosen as $\Delta t = 2h^2$. It should be noted that the residual error converges to a tolerance $1e^{-12}$ in this test. The errors and rates of convergence obtained using these definitions are given in Table 1. The convergence of the results under spatial and temporal refinements is evident. Since we refined the spatial and temporal grids by a factor of 4 and 2, respectively, the ratio of successive errors can be expected to increase by a factor of 4. The results in Table 1 indicate that fourth-order accuracy with respect to space is observed, as expected from the discretization.

To obtain the convergence rate for temporal discretization, we consider the same test with the above by fixing the space step size as $h = 1$ and choosing a set of decreasing time steps $\Delta t = 2, 1, 0.5, 0.25$. We also define the error of a grid as the discrete $l_2$-norm of the difference between the numerical solutions obtained by using the time step $\Delta t$ and the next finer time space $\Delta t/2$. The rate of convergence is defined as the ratio of successive errors: $\log_2(\|e_{\Delta t}\|_2/\|e_{\Delta t/2}\|_2)$. The errors and rates of convergence obtained using these definitions are given in Table 2. These results suggest our proposed numerical scheme is second-order accuracy with respect to time.

4.3. Stability of the proposed scheme

In this section, we examine the stability of our proposed scheme with the same random initial conditions $\phi(x, y, 0) = 0.1 + 0.1\text{rand}(x, y)$ on a square domain $(0, 128) \times (0, 128)$ with the mesh grid $128 \times 128$. Here $\epsilon = 0.25$. A set of different time steps $\Delta t = 1, 10, 100$, and 1000 are considered. The calculations are run up to time $t = 3000$. The numerical solutions at this time are shown in Fig. 3(a–d). As can be seen, the numerical solutions do not blow up. Therefore, our proposed scheme functions effectively with large time steps. However, although a larger time step can be used, the evolution is less accurate, i.e., the evolving patterns are different from those obtained by using smaller time steps. Thus, a highly accurate numerical solution would require a smaller time step to be used.
Next, we examine the steady solution of our proposed method by using different time steps $\Delta t = 1, 10, 100,$ and $1000$. Note that the steady solution is defined as $\phi^n$, when $\|\phi^n - \phi^{n-1}\|_2 < 1e^{-5}$. The same initial condition and parameters are used. Inspection of the steady solutions in Fig. 4(a–d) reveals that all these solutions are similar even when different time steps are used. Observing the evolutions of energy in Fig. 4(e), we can find that the energies for the mentioned four cases decrease rapidly initially and are followed by slow evolution at later time. Furthermore, in the early stage of the evolution, the difference is obvious when using large time steps comparing with the small time step. But in the late stage, the difference is no significant. It should be noted that much large time step creates the oscillation of energy. The total number of iterative cycles and the CPU time listed in Table 3 indicate that the CPU time is non-decreasing by a factor of 10 as the step is increased by a factor of 10. Furthermore, a much larger time step leads to increased CPU time because additional iterative cycles are required to solve Eqs. (24)–(26) in one time step. On the other hand, when the time step is small, although we need fewer iterative cycles to solve Eqs. (24)–(26) for one time step, the total CPU time is even higher because the simulation of the phase field crystal model requires considerable time to reach a steady state.

### 4.4. Study of effective time step

In this section, we quantify how the numerical time step affects the dynamics of phase field and choose a suitable time step to reduce the computational time. With the same initial condition in Section 4.3, we compare results at the same energy level by using different time steps, which means the energy with each row in Fig. 5 is the same. From top to bottom, the discrete energies are chosen as $E^h = -10$, $E^h = -20$, $E^h = -30$, and $E^h = -50$, respectively. From left to right, time steps are $\Delta t = 1$, $\Delta t = 2$, $\Delta t = 10$, $\Delta t = 20$, and $\Delta t = 100$, respectively. The associated
times are listed below each figure. From Fig. 5, we can see that the density fields obtained at the same energy level by using different time step are qualitatively similar. However, the numerical times are dramatically different.

Fig. 6(a–c) show plots of the iterations, CPU time, and errors versus a range of time steps, respectively. Note that the error is defined as \( \frac{\| \phi(\cdot, \mathcal{E}^h = \mathcal{E}^h_0, \Delta t) - \phi^{ref} \|_2}{\| \phi^{ref} \|_2} \). Here \( \phi(\cdot, \mathcal{E}^h = \mathcal{E}^h_0, \Delta t) \) is the numerical solution which is obtained with the time step \( \Delta t \) at \( \mathcal{E}^h = \mathcal{E}^h_0 \). We chose \( \mathcal{E}^h_0 = -10 \). \( \phi^{ref} \) is the reference numerical solution which is obtained with the fine time step \( \Delta t = 1 \). As can be observed from Fig. 6, as time step is increased, the iterations and CPU time decrease rapidly and increase slowly, while the error increases as we decrease the time step. Furthermore the error is below 10% when \( \Delta t \leq 20 \). Note that the chosen time step is certainly related to \( \epsilon \), mesh size \( h \), and the mass of density field. However, in practice, we cannot consider all related factors and cannot accurately give the value of \( \Delta t \). Therefore, we will simply use \( 1 \leq \Delta t \leq 20 \) in this work.

4.5. Effect of parameter \( \epsilon \)

This section presents our study of the effect of \( \epsilon \) in the phase field crystal equation on the pattern formation with different values \( \epsilon = 0.04, 0.2, \) and 1. The parameter \( \epsilon \) is related to temperature [32]. The initial conditions are the same random initial conditions \( \phi(x, y, 0) = 0.1 + 0.1 \text{rand}(x, y) \) on a square domain \((0, 256) \times (0, 256)\) with the mesh grid \(256 \times 256\). The time step is chosen as \( \Delta t = 2 \). The density field at time \( t = 3000 \) with three different values of \( \epsilon \) are shown in Fig. 7. The results shown that, depending on the value of parameter \( \epsilon \), different patterns are produced, e.g., striped (subfigure on the left in Fig. 7) and hexagonal (subfigure on the right in Fig. 7).

4.6. Effect of the average density field

In this section, we verify how the average density field affects the numerical solution of the phase field crystal. Since the phase field crystal model satisfies mass conservation, we can consider this problem by performing a numerical experiment with different initial conditions. Here, the initial condition is chosen as \( \phi(x, y, 0) = \phi_{ave} + \text{rand}(x, y) \) on the domain \((0, 256) \times (0, 256)\) with the mesh grid \(256 \times 256\). Then, the initial condition is a random perturbation from
Fig. 5. Density field $\phi$ with different time steps. From top to bottom, the discrete energies are chosen as $\varepsilon^h = -10$, $\varepsilon^h = -20$, $\varepsilon^h = -30$, and $\varepsilon^h = -50$, respectively. From left to right, the time steps are $\Delta t = 1$, $\Delta t = 2$, $\Delta t = 10$, $\Delta t = 20$, and $\Delta t = 100$, respectively. The energy with each row is the same.

Simulations with $\phi_{\text{ave}} = 0.05$, $0.1$, and $0.2$ are run until time $t = 3000$. Here $\epsilon = 0.2$ is fixed. Fig. 8 shows the density field $\phi$ with different average $\phi_{\text{ave}}$ at time $t = 3000$. Observing these results, we can see that, depending on the value of the initial average $\phi_{\text{ave}}$, the patterns are different. That is, a small value of $\phi_{\text{ave}}$ produces a striped pattern of the phase field crystal. As the initial average of $\phi_{\text{ave}}$ increases, the pattern becomes hexagonal.

4.7. Phase field crystal growth with three boundary conditions

We consider the phase field crystal growth with periodic, Neumann, and Dirichlet boundary conditions for the density field $\phi$. Note that when the density field $\phi$ is chosen as the Neumann and Dirichlet boundary conditions, we use Neumann boundary condition for $\mu$ and $\kappa$ to keep the mass conservation. We choose $\phi(x, y, t) = 0.1$ for the case of Dirichlet boundary condition. We use the same initial condition $\phi(x, y, 0) = 0.1 + 0.1 \text{rand}(x, y)$ on the domain.
Fig. 6. Plots of (a) Iterations, (b) CPU time, and (c) errors versus the time step. Note that the error is defined as \( \frac{\|\phi(\cdot, E^h = E_0^h, \Delta t) - \phi^{\text{ref}}\|_2}{\|\phi^{\text{ref}}\|_2} \). Here \( \phi(\cdot, E^h, \Delta t) \) is the numerical solution which is obtained with the time step \( \Delta t \) at \( E^h = E_0^h \). We chose \( E_0^h = -10 \). \( \phi^{\text{ref}} \) is the reference numerical solution which is obtained with the fine time step \( \Delta t = 1 \).

Fig. 7. Density field \( \phi \) with different values of \( \epsilon \) at time \( t = 3000 \). The subfigures from left to right show the results for \( \epsilon = 0.04 \), \( \epsilon = 0.2 \), and \( \epsilon = 1 \).

Fig. 9 shows the evolutions of the phase field crystal growth using three boundary conditions with the time step \( \Delta t = 1 \) at times \( t = 2000 \) and \( t = 10000 \). We can see that our method can work well for simulating the phase field crystal growth under different boundary conditions. Furthermore, with the periodic and Neumann boundary conditions, the pattern of the phase field crystal growth is mixed. With the Dirichlet boundary condition, the mixed pattern becomes hexagonal.

Fig. 10 shows the evolution of the energy and total mass with three boundary conditions. Note that we have normalized the total energy by the total energy at the initial time. We observe that these energies are non-increasing and the total masses are conserved.
(a) $\phi_{\text{ave}} = 0.05$.  
(b) $\phi_{\text{ave}} = 0.1$.  
(c) $\phi_{\text{ave}} = 0.2$.  

(d) Evolution of energy.

Fig. 8. Density field $\phi$ with different average values of $\phi_{\text{ave}}$ at time $t = 3000$. The subfigures from left to right show the results for $\phi_{\text{ave}} = 0.05$, $\phi_{\text{ave}} = 0.1$, and $\phi_{\text{ave}} = 0.2$.

4.8. Comparison with previous method and physical crystal

A well-known method for the phase field model was proposed by Hu et al. [14]. They extended their previous study [13] and presented a stable and efficient second-order accurate (in time) finite-difference nonlinear scheme. In this section, we compare the second-order scheme [14] with our proposed method. The initial condition is set as

$$
\phi(x, y, 0) = 0.1 - 0.05 \cos \left( \frac{\pi (x - 20)}{32} \right) \sin \left( \frac{\pi (y - 20)}{32} \right) + 0.05 \cos^2 \left( \frac{\pi (x + 20)}{32} \right) \cos^2 \left( \frac{\pi (y + 20)}{32} \right)
$$  

(29)

on the domain $(0, 128) \times (0, 128)$. The calculation is run until $t = 100$ with the time step $\Delta t = 1$ and $\epsilon = 0.1$.

Fig. 11(a–c) show the solutions obtained by second-order scheme [14] with a $256 \times 256$ mesh grid, our proposed method with a $64 \times 64$ mesh grid, and our proposed method with a $256 \times 256$ mesh grid, respectively. Fig. 11(d) shows the plots of $\phi(x, 64)$ at time $t = 100$ and Fig. 11(e) is the closed view of Fig. 11(d). We can find that the agreement between the solutions computed by the second-order scheme with a $256 \times 256$ grid and our proposed method with $64 \times 64$ is good.

We also list the CPU time for the three cases in Table 4. From these results, we can find that in order to get more accurate numerical solutions, smaller time steps should be used in the second-order scheme. Therefore, it took much more computational time than that by the fourth-order scheme.

Next, we consider the growth of a polycrystal in a supercooled liquid. This study serves to show the applicability of our model to a physical problem. Similar numerical examples can be found in [2,14,15]. We start our simulation with a constant density field $\phi_{\text{ave}} = 0.285$ on a domain $\Omega = (0, 400) \times (0, 400)$ with a $512 \times 512$ mesh grid. As
seeds for nucleation, we place four random perturbations on four small square patches with the following expression:

$$\phi(x, y) = \phi_{\text{ave}} + A \text{rand}(x, y).$$

Here $A$ is amplitude. The centers of four small square patches are located at (100, 100), (100, 300), (300, 100), and (300, 300) and the length of each square is 10. The amplitudes are chosen as $A = 0.1, 0.2, 0.3, \text{ and } 0.4$ in turn. The parameters are set to be $\Delta t = 2$ and $\epsilon = 0.25$. In this test, the boundary conditions are chosen as be homogeneous Neumann boundaries for $\phi$, $\mu$, and $\kappa$. Fig. 12 shows snapshots of the crystal microstructure at several times. Four different crystal grains grow and eventually become large enough to form grain boundaries. It also can be observed in the figures that the speed of the moving interfaces is strongly dependent on the amplitude. The larger amplitude leads to the faster polycrystal growth.
Fig. 11. (a–c) The solutions at time $t = 100$: (a) obtained by second-order scheme [14] with a $256 \times 256$ mesh grid, (b) obtained by our proposed method with a $64 \times 64$ mesh grid, and (c) obtained by our proposed method with a $256 \times 256$ mesh grid. (d) The plots of $\phi(x, 64)$ at time $t = 100$ and (e) a closed view of (d).

Table 4
Comparison of CPU time by using the second-order scheme [14] and our proposed fourth-order scheme.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Second-order scheme</th>
<th>Fourth-order scheme</th>
<th>Fourth-order scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh size</td>
<td>256 × 256</td>
<td>64 × 64</td>
<td>256 × 256</td>
</tr>
<tr>
<td>CPU time</td>
<td>153.20 s</td>
<td>11.92 s</td>
<td>188.37 s</td>
</tr>
</tbody>
</table>

4.9. Adaptive mesh refinement for the phase field crystal equation

The adaptive mesh refinement method [33,34] is more efficient than the method based on the uniform mesh because it allows multi-resolution in interesting regions without requiring a fine grid resolution of the whole domain. This advantageous property has resulted in it being widely used [35,36]. Our method can be applied to the adaptive mesh refinement framework in a straightforward manner. The initial condition is chosen as $\phi(x, y, 0) = 0.2 - 0.05(1 + \tanh(0.1(\sqrt{(x - 800)^2 + (y - 800)^2} - 5)))$ in the domain $\Omega = (0, 1600) \times (0, 1600)$. We perform the simulation on the unit domain with the base mesh grids $64 \times 64$. There are five levels of refinement on the computational domain, with respective mesh spacing of $1600/64$, $1600/128$, $1600/256$, $1600/512$, $1600/1024$, and $1600/2048$. The other parameters are taken as $\Delta t = 2$ and $\epsilon = 0.25$. Fig. 13 shows the evolution using the adaptive mesh refinement method and the dynamical adjustment of the grid hierarchy structure around the interface transition region. The figures show that the phase field crystal develops and becomes larger as time evolves. At the same time, the grid hierarchy structure dynamically adjusts itself to capture the developing finger feature. The adaptive method uses 3600 nodes at $t = 0$ and 1 915 456 nodes at $t = 1000$, which is small compared to the $2048 \times 2048$ nodes in the uniform mesh. In the three-dimensional domain $\Omega = (0, 300) \times (0, 300) \times (0, 300)$, we simulate the phase field crystal growth
Fig. 12. Growth of a polycrystal in a supercooled liquid. The computational time is listed below each figure.

with the initial condition \( \phi(x, y, z, 0) = 0.2 - 0.05(1 + \tanh(0.1(\sqrt{(x - 150)^2 + (y - 150)^2 + (z - 150)^2} - 5))) \). Here, we use four levels of refinement to achieve the maximum grid and minimum spacings be 300/8 and 300/256. \( \Delta t = 2 \) and \( \epsilon = 0.25 \) are used. Fig. 14 shows the evolution of the phase field \( \phi \) at times \( t = 100 \) and 300. At time \( t = 0 \) and \( t = 300 \), the nodes used in the adaptive method are 0.92\% and 34.76\% of the nodes in the uniform mesh (256 \times 256 \times 256), respectively. These simulations demonstrate that it is straightforward to apply our proposed high-order numerical scheme to the adaptive mesh refinement framework.

4.10. Adaptive time step method for the phase field crystal equation

As shown in Section 4.1, the temporal evolution of the phase field crystal equation has multiple time scales. For crystal growth simulation, an initial random perturbation evolves on a fast time scale, and whereas subsequent coarsening evolves on a very slow time scale. Therefore, if a small time step is used to capture the fast dynamics, the computation is quite costly. On the other hand, if a large time step is used, fast time evolutions may remain
Fig. 13. Time evolution with the adaptive mesh method in two-dimensional space. (a) Density field $\phi$ with the adaptive mesh, (b) closeup view of density field $\phi$. The upper and lower plots show the results at $t = 200$ and $t = 1000$, respectively.

undetected. Hence, it is essential to use an adaptive time step method to simulate phenomena with multiple time scales. The time adaptivity algorithm we used is based on the discrete maximum norm of the difference between the numerical solutions of two consecutive time steps, since this difference is much larger and much smaller in the fast and slow dynamics, respectively. We previously proposed a similar method [37], which has a computationally efficient adaptive time step for the Cahn–Hilliard equation. The adaptive time-step strategy is realized by using the following procedure. Set the minimum and maximum time step sizes, $\Delta t_{\text{min}}$ and $\Delta t_{\text{max}}$, respectively. Let $\Delta t^{0}$ be an initial time step (here we set $\Delta t^{0} = \Delta t_{\text{min}}$). Then, for $n = 1, 2, \ldots$, we define the next time step to be

$$
\Delta t^{n} = \min \left[ \max \left( \frac{\lambda}{\|\phi^{n} - \phi^{n-1}\|_{\infty}}, \Delta t_{\text{min}} \right), \Delta t_{\text{max}} \right],
$$

where $\|\phi^{n} - \phi^{n-1}\|_{\infty}$ is the maximum value of $\|\phi^{n} - \phi^{n-1}\|$ and $\lambda$ is a tolerance, which is important for choosing time steps. If $\lambda$ is inappropriately small, it leads to time steps close to $\Delta t_{\text{min}}$, and if $\lambda$ is too large, it produces time steps close to $\Delta t_{\text{max}}$. It should be noted that only if $\|\phi^{n} - \phi^{n-1}\|_{\infty} \geq \lambda/\Delta t_{\text{max}}$, the time step $\Delta t$ can be chosen as $\Delta t_{\text{max}}$, which implies that $\Delta t$ may be always smaller than $\Delta t_{\text{max}}$, if the simulations are not long enough. Next, we study the effectiveness of the adaptive time step strategy by comparing the numerical solutions obtained by using both
the uniform and adaptive time steps. The initial condition is the same as those in Section 4.5. Here $\epsilon = 0.2$ is chosen. In this test, we assign the following values: $\Delta t_{\text{min}} = 1$, $\Delta t_{\text{max}} = 50$, and $\lambda = 0.4$.

Fig. 15 compares the comparisons of the simulation results obtained by using uniform and adaptive time steps. All the simulations are run until time $T = 12000$. Note that the results obtained by using a uniform time step are obtained by $\Delta t = \Delta t_{\text{min}} = 1$. Fig. 16(a) presents the energy evolution using adaptive time steps. For comparison purposes, the energy evolution obtained by using the uniform time step is plotted together with that of the adaptive time step. These results indicate that they are in good agreement. Fig. 16(b) shows the time step evolution. As can be seen, at the early stage, which corresponds to the quick decay of energy, the time step is small as expected from our proposed adaptive time step method. The time step subsequently becomes larger, since in the latter case, the energy evolves on a very slow time scale and the numerical solution approaches its steady solution.

For the three-dimensional case, we consider a similar problem with the same initial conditions given in Section 4.1. Fig. 17 compares the numerical results obtained by using both the uniform and adaptive time steps. Fig. 18(a) and (b) show the energy evolution and the used time step, respectively. Clearly, the numerical results obtained by using the adaptive time step are qualitatively in good agreement with those obtained with the uniform time step. The efficiency of our proposed adaptive time step method is apparent from the CPU time required for the two methods, as listed in Table 5. We can see that the computational efficiency is significantly improved by using the adaptive time step.
Fig. 15. Density field $\phi$ computed with the uniform time step (a) and adaptive time step (b) in two-dimensional space. The times are shown below each figure.

Fig. 16. Evolution of (a) energy by using both uniform and adaptive time steps. For improved visualization, the circle symbols are displayed more sparsely than the real density. Here the total energies are normalized by the total energy at the initial time. (b) Adaptive time step.

Table 5
Comparison of the used CPU time (hours) between the uniform and adaptive time steps.

<table>
<thead>
<tr>
<th>Case</th>
<th>Mesh size</th>
<th>Uniform time step</th>
<th>Adaptive time step</th>
<th>Uniform time step</th>
<th>Adaptive time step</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>$256 \times 256$</td>
<td>6.722</td>
<td>0.524</td>
<td>12.83</td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>$128 \times 128 \times 128$</td>
<td>34.45</td>
<td>4.05</td>
<td>8.51</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 17. Density field $\phi$ computed with the uniform time step (a) and adaptive time step (b) in three-dimensional space. The times are shown below each figure.

Fig. 18. Energy evolution using (a) the uniform and adaptive time steps in three-dimensional space. Note that for improved visualization, the circle symbols are displayed more sparsely than the real density. Here the total energies are normalized by the total energy at the initial time. (b) The adaptive time step.

5. Conclusions

In this paper, we presented a high-order accurate compact scheme for the phase field crystal model in two- and three-dimensional space. The proposed scheme, derived by combining a compact formula and a second-order backward differentiation for the time derivative term, is second-order accurate in time and fourth-order accurate in space. Furthermore, a nonlinearly stabilized splitting scheme is used and thus a larger time step can be allowed. We employ a fast and efficient nonlinear multigrid solver to solve the resulting system. The discrete system can preserve
total mass. In particular, we implemented the compact scheme in the adaptive mesh refinement framework. The results of various numerical experiments were presented and confirmed the accuracy, stability, and efficiency of our proposed method.
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