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Highlights

• We compare conservative phase-field models.
• Generation and motion of interface are studied.
• Geometric flows are given and matched to the phase-field equations.
• Modified Allen–Cahn equation is solved using a Lagrange multiplier method.

Abstract

In this paper, a comparison study of conservative Allen–Cahn and Cahn–Hilliard equations is presented. We consider two mass-conservative Allen–Cahn equations and two Cahn–Hilliard equations with constant and variable mobilities. The equations are discretized using finite difference schemes, and discrete systems of the equations are solved using a nonlinear multigrid method. The generation and motion of interface are investigated for the conservative equations. We then present numerical experiments which highlight different dynamics of the four equations.
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1. Introduction

We consider the four conservative phase-field methods on a domain $\Omega \subset \mathbb{R}^d (d = 1, 2, 3)$. The equations of interest are the Cahn–Hilliard and Allen–Cahn equations in the presence of a mass constraint. The phase-field model, an alternative way to approximate the sharp-interface for free surface problems, has been extensively studied \cite{4,13,18,48,71} and successfully applied to describe interfacial motions in chemical and physical modeling of materials and fluid dynamics \cite{1,14,34,54,56,61,77,75,79,80}. Modeling these processes often leads to the conservative equations moving...
the interfaces with the velocity that depends on interfacial geometry, while there is no guideline on the selection for the conservative phase-field models.

The objective of this paper is to compare four conservative models for free boundary problems. One is the classical model of conservative Allen–Cahn (CAC1) \[17,73\] with a nonlocal term \(\alpha(t)\):

\[
\frac{\partial \phi}{\partial t}(x, t) = \epsilon^2 \Delta \phi(x, t) - F'(\phi(x, t)) + \alpha(t), \quad x \in \Omega, \ t > 0,
\]

where \(F(\phi) = 0.25(\phi^2 - 1)^2\) is the free energy per unit volume of homogeneous system of composition, and we write \(F'(\phi)\) to indicate the derivative of \(F(\phi)\) with respect to \(\phi\) (see Fig. 1(a) and (b)). The term \(\alpha(t)\), the time-dependent Lagrange multiplier, which enforces conservation of mass at time \(t\):

\[
\int_\Omega \phi(x, t) \, dx = \text{constant}.
\]

Observe that by the necessary condition for an extremum \[43,82\] we have \(\alpha(t)\) such that

\[
\alpha(t) = \frac{\int_\Omega F'(\phi(x, t)) \, dx}{\int_\Omega \, dx}.
\]

Using the Lagrange multiplier obtained from the costate equation we find the stationary function of the energy functional subject to the integral constraint, which is equivalent to finding the stationary function of a functional with the augmented integrand. Assuming the existence of a stationary solution, we can determine the minimum of the system. Thus, applying a gradient method, the costate equation is solved and updated to lead the satisfaction of the stationary condition.

Another is the model of the modified and conservative Allen–Cahn equation with local and nonlocal effects (CAC2) \[15\], which also imposes the conservation of mass so that

\[
\frac{\partial \phi}{\partial t}(x, t) = \epsilon^2 \Delta \phi(x, t) - F'(\phi(x, t)) + \beta(t)k(\phi(x, t)),
\]

where we suppose that \(K(\phi) = \phi^3/3 - \phi\) and \(K'(\phi)\) indicates the derivative of \(K(\phi)\) with respect to \(\phi\), that is, \(K'(\phi) = k(\phi) = 2\sqrt{F(\phi)}\). The term \(\beta(t)\) is also the Lagrange multiplier, which is chosen in such a way that

\[
\int_\Omega K(\phi) \, dx = \text{constant}.
\]

Similarly, the term \(\beta(t)\) for Eq. (2) can be given by the necessary condition

\[
\beta(t) = \frac{\int_\Omega F'(\phi(x, t)) \, dx}{\int_\Omega 2\sqrt{F(\phi(x, t))} \, dx}.
\]
Next, we consider the constant mobility Cahn–Hilliard (CH) equations [19,21,69],
\[
\frac{\partial \phi}{\partial t}(x, t) = \Delta \mu(x, t),
\quad \mu(x, t) = F'(\phi(x, t)) - \epsilon^2 \Delta \phi(x, t),
\]
where \( \mu \) is called the chemical potential of system. The CH equations arise as a phenomenological model for isothermal phase separation, see the physical and mathematical reviews given in [35,69]. On the other hand, the variable mobility Cahn–Hilliard (mCH) equations [22,36] are used for a thermodynamical reason. The mCH equations read
\[
\frac{\partial \phi}{\partial t}(x, t) = \nabla \cdot [M(\phi) \nabla \mu(x, t)],
\quad \mu(x, t) = F'(\phi(x, t)) - \epsilon^2 \Delta \phi(x, t),
\]
where we take a mobility of the form \( M(\phi) := 1 - \phi^2 \).

The homogeneous Neumann boundary conditions \( \mathbf{n} \cdot \nabla \phi = 0 \) on \( x \in \partial \Omega \) are assumed for the two mass conservative Allen–Cahn equations, and \( \mathbf{n} \cdot \nabla \phi = \mathbf{n} \cdot \nabla \mu = 0 \) for the two Cahn–Hilliard equations, respectively. Here \( \mathbf{n} \) is the outward normal vector at the domain boundary, and \( \epsilon \) is a small enough and positive constant. The quantity \( \phi(x, t) \) is defined to be the difference between the mole fractions of binary mixtures (e.g., \( \phi(x, t) = (m_A - m_B)/(m_A + m_B) \) where \( m_A \) and \( m_B \) are the mole fractions of phases \( A \) and \( B \)). The variable \( \phi \) is also known as the order parameter, which represents the local state of the entire system. For example, \( \phi = 1 \) in the one phase and \( \phi = -1 \) in the other phase. The interface between two phases is defined by \( \phi(t) = \{ x \in \Omega | \phi(x, t) = 0 \} \) at time \( t \).

Stability analyses and error estimates are important for numerical schemes. They were studied, and the numerical tests to verify those were performed in previous works [10,15,87]. We would rather not state all analyses again in our paper, since the main point of our paper is to present the different dynamics among the four equations. But we instead refer to the following papers for more information on stability and error analyses. The numerical schemes were discussed in [90,76,40,58,88,27] for the AC equation, [11,42] for the nonlocal AC equation, [29] for the CH equation, and [91,53] for the mCH equation. Moreover, our scheme of the CH and mCH equations are not unconditionally gradient stable [53]. A convex splitting of the free energy functional \( F(\phi) = (\phi^2 - 1)^2/4 \) yields unconditional energy stability assuring the existence and uniqueness of the solution to the phase-field equations [39,31,60,87].

On the other hand, volume preserving mean curvature flow is also widely used in differential geometry [51,17] and fluids for modeling bubbles [84,59] and the references therein. Mullins–Sekerka problem has been studied in material science. The problem is to describe solidification and liquidation of materials [78]. The surface diffusion flow was proposed by Mullins to describe the motion of the surface grooves at the grain boundaries [68,85].

The remainder of this paper is organized as follows. In Section 2, we consider the properties of the conservative phase-field equations. In Section 3, we present the finite difference discretization of the governing equations and conservation of mass for the discrete equations. In Section 4, we present various numerical results in the early stage and late stage for the evolutionary equations. Finally, we state our conclusions in Section 5.

2. Basic properties of the CAC1, CAC2, CH and mCH equations

In this section we consider the properties of the equations and geometric flows. The geometric flows characterized by sharp-interfaces are the volume preserving mean curvature flow, Mullins–Sekerka flow, and the surface diffusion flow. Evolving interfaces for the geometric flows are assumed to be smooth in a rectangular domain, and meet the boundary at a right angle.

First we consider the CAC1 and CAC2 equations in terms of the volume preserving mean curvature flow. The solution \( \phi(x, t) \) of the CAC1 equation (1) possesses the total mass-conservative property, i.e.,
\[
\frac{d}{dt} \int_{\Omega} \phi \, dx = \int_{\Omega} \phi_t \, dx = \int_{\Omega} \left[ -F'(\phi) + \epsilon^2 \Delta \phi + \alpha(t) \right] \, dx
\]
\[
= - \int_{\Omega} F'(\phi) \, dx + \epsilon^2 \int_{\partial \Omega} \mathbf{n} \cdot \nabla \phi \, ds + \alpha(t) \int_{\Omega} \, dx = 0.
\]
Similarly, the solution \( \phi(x, t) \) of the CAC2 equation (2) has the same property,

\[
\frac{d}{dt} \int_{\Omega} \phi \, dx = \int_{\partial \Omega} \phi_t \, ds = \int_{\Omega} \left[ -F'(\phi) + \varepsilon^2 \Delta \phi + 2\beta(t) \sqrt{F(\phi)} \right] \, dx \\
= -\int_{\Omega} F'(\phi) \, dx + \varepsilon^2 \int_{\partial \Omega} \mathbf{n} \cdot \nabla \phi \, ds + 2\beta(t) \int_{\Omega} \sqrt{F(\phi)} \, dx = 0.
\]

Since Eqs. (1) and (2) provide an approximation to the motion by the volume-preserving mean curvature flow \([8,15, 17,51,74]\), the normal velocity \( V_n \) at a point \( p \) on the interface \( \Gamma_{\tau} \) is given by

\[
V_n(p, \tau) = H(p, \tau) - h(\tau).
\]

Here \( \tau \) is a rescaling parameter in time, \( \tau = \varepsilon t \). In addition, \( H(p, \tau) \) stands for the mean curvature of the interface between two phases and \( h(\tau) \) is the average of the mean curvature on \( \Gamma_{\tau} \),

\[
h(\tau) = \frac{\int_{\Gamma_{\tau}} H \, ds}{\int_{\Gamma_{\tau}} ds},
\]

where \( ds \) refers to integration with respect to surface measure.

Now, we see that it preserves the volume \( \text{Vol}(\tau) \) enclosed by \( \Gamma_{\tau} \), but the surface area \( A(\tau) \) decreases until it reaches a stable state for the CAC1 and CAC2 equations. In two-dimensional case, we can replace \( \text{Vol}(\tau) \) and \( A(\tau) \) with \( A(\tau) \) and the curve length \( L(\tau) \), respectively. To see the preserving volume and decreasing area, we take the derivative of the volume \( \text{Vol}(\tau) \) and area \( A(\tau) \) with respect to the time \( \tau \) \([47,57]\).
Third, the mCH equations also give mass-conserving property:

\[
\frac{d}{dt} \int_{\Omega} \phi \, dx = \int_{\Omega} \phi_t \, dx = \int_{\Omega} \nabla \cdot (M(\phi) \nabla \mu) \, dx = \int_{\partial \Omega} M(\phi) n \cdot \nabla \mu \, ds = 0.
\]

Unlike the constant mobility CH equations, Eq. (4) can be viewed as motion by the surface diffusion flow. This motion also preserves the volume of system, but its area is decreasing. Assuming a time scale of \( \tau = \epsilon t \), the zero-level set of the solution to the mCH equations produces the surface diffusion flow [20,37,66]. The normal velocity \( V_n \) is followed by the surface diffusion flow:

\[
V_n(p, \tau) = -\Delta_s H(p, \tau),
\]

where \( \Delta_s \) is the surface Laplacian, which is also defined as \( \Delta_s = \nabla_s \cdot \nabla_s \) and \( \nabla_s \) is surface gradient. The time derivatives of the volume and surface area are given by

\[
\frac{d}{d\tau} \text{Vol}(\tau) = \int_{\Gamma_\tau} V_n \, ds = -\int_{\Gamma_\tau} \Delta_s H \, ds = 0,
\]

\[
\frac{d}{d\tau} A(\tau) = \int_{\Gamma_\tau} H V_n \, ds = \int_{\Gamma_\tau} H \Delta_s H \, ds = -\int_{\Gamma_\tau} |\nabla_s H|^2 \, ds \leq 0.
\]

3. Numerical schemes

In this section, we describe finite difference discretizations for solving CAC1, CAC2, CH and mCH equations, respectively. For simplicity of exposition, we shall discretize the equations in two-dimensional space. Let a computational domain \( \Omega = (a, b) \times (c, d) \) be partitioned into a uniform mesh with mesh spacing \( h \). Let \( h = (b - a)/N_x = (d - c)/N_y \) be the spatial step size. The center of each cell, \( \Omega_{ij} \), is located at \( x_{ij} = (x_i, y_j) = (a + (i - 0.5)h, c + (j - 0.5)h) \) for \( i = 1, \ldots, N_x \) and \( j = 1, \ldots, N_y \). Here, \( N_x \) and \( N_y \) are the numbers of cells in \( x \)- and \( y \)-directions, respectively. Let \( \phi_{ij}^n \) and \( \mu_{ij}^n \) be approximations of \( \phi(x_i, y_j, n \Delta t) \) and \( \mu(x_i, y_j, n \Delta t) \), where \( \Delta t = T/N_t \) is the temporal step, \( T \) is the final time, and \( N_t \) is the total number of temporal steps.

3.1. Numerical algorithms for the CAC1 and CAC2 equations

First, let us start with definitions of differential operators and inner products. The discrete differential operators are defined by

\[
D_x \phi_{i+1/2,j} = \frac{\phi_{i+1,j} - \phi_{i,j}}{h}, \quad D_y \phi_{i,j+1/2} = \frac{\phi_{i,j+1} - \phi_{i,j}}{h}.
\]

Next we define the discrete \( l^2 \) inner product by

\[
(\phi, \psi)_h = h^2 \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi_{ij} \psi_{ij}.
\]

\[
(\nabla_d \phi, \nabla_d \psi)_e = h^2 \left( \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} D_x \phi_{i+1/2,j} D_x \psi_{i+1/2,j} + \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} D_y \phi_{i,j+1/2} D_y \psi_{i,j+1/2} \right),
\]

where we use the notation \( \nabla_d \phi_{i,j} = (D_x \phi_{i+1/2,j}, D_y \phi_{i,j+1/2}) \). Using this, we also define the discrete Laplacian \( (\Delta_d \phi_{i,j} = \nabla_d \cdot \nabla_d \phi_{i,j}) \) by

\[
\Delta_d \phi_{i,j} = \frac{D_x \phi_{i+1/2,j} - D_x \phi_{i-1/2,j}}{h} + \frac{D_y \phi_{i,j+1/2} - D_y \phi_{i,j-1/2}}{h}.
\]

Imposing the zero Neumann boundary condition, we require that

\[
D_x \phi_{i-\frac{1}{2},j} = 0 \quad \text{for} \quad i = 1, \quad D_x \phi_{i+\frac{1}{2},j} = 0 \quad \text{for} \quad i = N_x,
\]

\[
D_y \phi_{i,j-\frac{1}{2}} = 0 \quad \text{for} \quad j = 1, \quad D_y \phi_{i,j+\frac{1}{2}} = 0 \quad \text{for} \quad j = N_y.
\]
In this subsection, we use the finite difference, and show the numerical schemes and discrete version of mass-conservation property. First, we consider the CAC1 equation:

$$\phi_t = \epsilon^2 \Delta \phi - F'(\phi) + \alpha(t).$$  
(5)

As first step, we solve Eq. (5) by a semi-implicit time and centered difference scheme:

$$\frac{\phi^n_{ij} - \phi^0_{ij}}{\delta t} = \frac{\epsilon^2}{2} \left( \Delta_d \phi^n_{ij} + \Delta_d \phi^0_{ij} \right) - F'(\phi^n_{ij})$$  
(6)

where $F'(\phi^n_{ij})$ is nonlinear with respect to $\phi^n_{ij}$, and we linearize it at $\phi^0_{ij}$:

$$F'(\phi^n_{ij}) = F'(\phi^0_{ij}) + \frac{dF'(\phi^0_{ij})}{d\phi}(\phi^n_{ij} - \phi^0_{ij}).$$

Then we solve Eq. (7) with the Lagrange multiplier $\alpha^*$

$$\frac{\phi^{n+1}_{ij} - \phi^n_{ij}}{\delta t} = \alpha^*.$$  
(7)

where $\alpha^* = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} F'(\phi^*_ij)/(N_xN_y)$.  

We now show that the scheme is mass-conserving. Suppose that $\phi^n$ is a solution of (5). The following equations are discrete version of Eqs. (6) and (7):

$$(\phi^n, 1)_h = (\phi^n, 1)_h + \frac{\delta t}{2}(\epsilon^2 \Delta_d \phi^n, 1)_h + \frac{\delta t}{2}(\epsilon^2 \Delta_d \phi^n, 1)_h - \delta t(F'(\phi^*), 1)_h$$  
(8)

$$(\phi^{n+1}, 1)_h = (\phi^n, 1)_h + \delta t(\alpha^*, 1)_h.$$  
(9)

If we sum up Eqs. (8) and (9), then

$$(\phi^{n+1}, 1)_h = (\phi^n, 1)_h + \frac{\delta t}{2}(\epsilon^2 \Delta_d \phi^n, 1)_h + \frac{\delta t}{2}(\epsilon^2 \Delta_d \phi^n, 1)_h - \delta t(F'(\phi^*), 1)_h + \delta t(\alpha^*, 1)_h$$

$$= (\phi^n, 1)_h + \frac{\delta t}{2}(\epsilon^2 \nabla_d \phi^{n+1}, \nabla_d 1)_h + \frac{\delta t}{2}(\epsilon^2 \nabla_d \phi^n, \nabla_d 1)_h - \delta t(F'(\phi^*), 1)_h + \delta t(\alpha^*, 1)_h$$

where summation by parts is used. Accordingly, we obtain from the definition of $(\alpha^*)$:

$$(\phi^{n+1}, 1)_h = (\phi^n, 1)_h - \delta t(F'(\phi^*), 1)_h + F'(\phi^*), 1)_h$$

$$= (\phi^n, 1)_h.$$  

This gives that the updated numerical solutions $\phi^{n+1}$, $n = 1, \ldots, N_t$ follow the mass-conservative property, i.e.,

$$\sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi^{n+1}_{ij} = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi^0_{ij}.$$  

For the CAC2 equation, we have

$$\phi_t = \epsilon^2 \Delta \phi - F'(\phi) + \beta(t)2\sqrt{F(\phi)}.$$  
(10)

As before, we can decouple Eq. (10) with

$$\frac{\phi^n_{ij} - \phi^0_{ij}}{\delta t} = \frac{\epsilon^2}{2} \left( \Delta_d \phi^n_{ij} + \Delta_d \phi^0_{ij} \right) + F'(\phi^n_{ij}),$$  
(11)

and

$$\frac{\phi^{n+1}_{ij} - \phi^n_{ij}}{\delta t} = 2\sqrt{F(\phi^n_{ij})}\beta^*.$$  
(12)

The only difference from the previous one is that the nonlocal term used by

$$\beta^* = \sum_{l=1}^{N_x} \sum_{k=1}^{N_y} (F'(\phi_{lk}^*)) \sqrt{\sum_{l=1}^{N_x} \sum_{k=1}^{N_y} 2F(\phi_{lk}^*)}.$$
3.3. Numerical algorithm for the mCH equation

If \( \phi^n \) is the solution of (10), then we have 
\[
\sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi_{ij}^{n+1} = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi_{ij}^0.
\]
To see this, we have two discretized equations of (11) and (12):
\[
(\phi^*, 1)_h = (\phi^n, 1)_h + \frac{\delta t}{2} (\epsilon^2 \Delta_d \phi^*, 1)_h + \frac{\delta t}{2} (\epsilon^2 \Delta_d \phi^n, 1)_h - \delta t (F'(\phi^*), 1)_h \tag{13}
\]
\[
(\phi^{n+1}, 1)_h = (\phi^n, 1)_h + \delta t (\beta^* 2\sqrt{F(\phi^n)}, 1)_h. \tag{14}
\]
If we sum up Eqs. (13) and (14), then
\[
(\phi^{n+1}, 1)_h = (\phi^n, 1)_h + \frac{\delta t}{2} (\epsilon^2 \Delta_d \phi^*, 1)_h + \frac{\delta t}{2} (\epsilon^2 \Delta_d \phi^n, 1)_h - \delta t (F'(\phi^*), 1)_h + \frac{\delta t}{2} (\epsilon^2 \Delta_d \phi^n, 1)_h - \delta t (F'(\phi^n), 1)_h + \delta t (\beta^* 2\sqrt{F(\phi^n)}, 1)_h
\]
where we have the Lagrange multiplier \( \beta^* \). That is, we obtain
\[
(\phi^{n+1}, 1)_h = (\phi^n, 1)_h - \delta t [(F'(\phi^n), 1)_h] + \delta t \left[ \frac{(F'(\phi^n), 1)_h}{2\sqrt{F(\phi^n)}, 1)_h} \right] = (\phi^n, 1)_h.
\]
The updated numerical solution \( \phi^{n+1} \) also satisfies the mass-conservative property.

3.2. Numerical algorithm for the CH equation

We treat the CH equations (3) as a system of second-order equations in space, which yields the following discrete approximation:
\[
\frac{\phi_{ij}^{n+1} - \phi_{ij}^n}{\Delta t} = \Delta_d \mu_{ij}^*, \tag{15}
\]
\[
\mu_{ij}^* = F'(\phi_{ij}^*) - \frac{\epsilon^2}{2} \Delta_d (\phi_{ij}^{n+1} + \phi_{ij}^n).
\]
The nonlinear system of Eqs. (15) is solved efficiently using a nonlinear multigrid method [16,56,81,83]. Now we show that the numerical scheme is mass-conserving as below:
\[
(\phi^{n+1}, 1)_h = (\phi^n, 1)_h + \delta t (\Delta_d \mu_{ij}^*, 1)_h = (\phi^n, 1)_h - \delta t (\nabla_d \mu_{ij}^*, \nabla_d 1)_e = (\phi^n, 1)_h.
\]
Therefore we have the mass-conservative property for the CH equations, 
\[
\sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi_{ij}^{n+1} = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \phi_{ij}^n.
\]
We note that convergence and mass-conservative property of the discrete system are found in [56].

3.3. Numerical algorithm for the mCH equation

We consider the variable mobility CH equations (4). A semi-implicit time and centered difference scheme of the mCH equations is given by
\[
\frac{\phi_{ij}^{n+1} - \phi_{ij}^n}{\Delta t} = \nabla_d \cdot [M(\phi)\mu_{ij}^{n+\frac{1}{2}} \nabla_d \mu_{ij}^{n+\frac{1}{2}}], \tag{16}
\]
\[
\mu_{ij}^{n+\frac{1}{2}} = \frac{1}{2} (F'(\phi_{ij}^{n+1}) + F'(\phi_{ij}^n)) - \frac{\epsilon^2}{2} \Delta_d (\phi_{ij}^{n+1} + \phi_{ij}^n).
\]
The nonlinear system of Eqs. (16) is solved similar to the CH equations using a nonlinear multigrid method. The mass-conservation of Eqs. (16) was proved in [53] as below:
\[
(\phi^{n+1}, 1)_h = (\phi^n, 1)_h + \delta t (\nabla_d \cdot (M \nabla_d \mu_{ij}^{n+\frac{1}{2}}), 1)_h = (\phi^{n+1}, 1)_h - \delta t (M \nabla_d \mu_{ij}^{n+\frac{1}{2}} \nabla_d 1)_e = (\phi^n, 1)_h.
\]
4. Evolutions under the CAC1, CAC2, CH and mCH equations

We consider that the evolution under the equations, which undergoes two stages called generation of interface and motion of interface. The aim of this section is to show the differences of four equations for these two stages. Numerical tests are presented for generation of interface in one-dimensional space, and then we compare several examples such as two-circles case, small circle case, preserving the convexity in convex case, and a non-convex case in terms of the geometric flows.

Note that the concentration field across the interfacial region varies from $-0.9945$ to $0.9945$ where a distance of approximately $2\sqrt{2}\epsilon\tanh^{-1}(0.9945)$ for the numerical tests. Therefore, if we want this value to be approximately $m$ grid points, the $\epsilon$ value needs to be taken as follows: $\epsilon_m = h m / [2\sqrt{2}\tanh^{-1}(0.9945)]$.

4.1. Generation of interface

First we compare solutions of the CAC1, CAC2, CH and mCH equations for the early stage or spinodal decomposition. The generation of the interface is characterized by transition layers between two phases with an equilibrium profile $\phi_e(x) = \tanh\left(x/(\sqrt{2}\epsilon)\right)$, thus we have the globally stable transition layer solution [12,15]. Fig. 2 shows evolutions of an initial concentration $\phi(x, 0) = -0.8 \tanh(5x)$ on domain $\Omega = (-1.5, 1.5)$. In this case, global and transition layer solutions of CAC1, CAC2, CH, and mCH equations are obtained in common.

Now we see the different aspect of the equations. In this early stage, the harmonic terms $\epsilon^2 \Delta \phi$ in Eqs. (1) and (2) are negligible since they have small effects compared to $F'(\phi)$. In particular, it tends $\pm 1$ depending on the sign of the initial profile. Ignoring small $\epsilon^2$ term, we rewrite the CAC1 equation as

$$\phi_t = -F'(\phi) + \alpha(t).$$

Similarly, we rewrite the CAC2 equation as

$$\phi_t = -F'(\phi) + \beta(t)2\sqrt{F(\phi)}.$$

Since we have the Lagrange multipliers $\alpha(t)$ and $\beta(t)2\sqrt{F(\phi)}$, which vanish in equilibrium, the solutions $|\phi| \leq 1$ are obtained from direct consequence of the profile of $-F'(\phi)$ (see Fig. 1(b)).
Unlike the evolution under the CAC1 and CAC2 equations (see Fig. 3 first row), which depends on initial profile, the CH and mCH have different interface formations in the early stage. For the CH equation, we assume that \( \phi(x) = \bar{\phi} + \tilde{\phi} \). Here we suppose that \( \tilde{\phi}(x) \) represents a small perturbation from spatial uniformly \( \bar{\phi} \), then linearizing the CH equations (3) about \( \bar{\phi} \) gives

\[
\tilde{\phi}_t = (3\bar{\phi}^2 - 1)\phi_{xx}.
\]  

(17)

Seeing that for \( (3\bar{\phi}^2 - 1) > 0 \), we have the diffusion equation with Neumann boundary conditions. For \( (3\bar{\phi}^2 - 1) < 0 \), i.e. \( \bar{\phi} \) is in spinodal interval, we however have the backward diffusion equation. In this case, Eq. (17) is ill-posed, and needs the higher order terms proportional to \( \epsilon^2 \). This term provides the regularity of the CH equations. Therefore we perform the linear analysis with the regularizing term. Assuming \( \bar{\phi} \) is in the spinodal region, we have

\[
\gamma^2 := -F''(\bar{\phi}) > 0.
\]

The linearized form is given by

\[
\phi_t = -\epsilon^2\phi_{xxxx} - \gamma^2\phi_{xx}, \quad x \in \Omega(0, 1)
\]

\[
\phi_x = \phi_{xxx} = 0 \quad x \in \partial\Omega(0, 1).
\]

(18)

Since the eigenfunctions of the linear operator are subject to the boundary conditions, we have

\[ \{ \cos n\pi x : n = 1, 2, \ldots \}. \]

Plugging \( \phi = a_n \cos n\pi x \) into Eq. (18), we have

\[
a_n' \cos n\pi x = -\epsilon^2(n\pi)^4 a_n \cos n\pi x + \gamma^2(n\pi)^2 a_n \cos n\pi x,
\]

where \( a_n \) is a function of \( t \), and \( a_n' = (n\pi)^2[\gamma^2 - \epsilon^2(n\pi)^2]a_n \). Thus, we get

\[
a_n(t) = a_n(0) \exp(\lambda_n t),
\]

where \( \lambda_n = (n\pi)^2[\gamma^2 - \epsilon^2(n\pi)^2] \), i.e., \( a_n(t) \) and \( \lambda_n \) are the eigenfunctions and eigenvalues. For \( 0 < n < \beta/(\epsilon\pi) \) and \( \lambda_n \), the corresponding Fourier modes grow as time progresses in Eq. (18). Therefore, the solutions evolve relatively fast and become nearly periodic (see Fig. 3 bottom row).

For the mCH equations, letting \( \phi(x, t) = \bar{\phi} + \tilde{\phi}(x, t) \), the mCH equations (4) give

\[
\tilde{\phi}_t = \{(1 - \phi^2)[-\epsilon^2\phi_{xx} - \bar{\phi} - \bar{\phi} + (\bar{\phi} + \tilde{\phi})^3]x\}.
\]  

(19)
Assuming $\tilde{\phi}$ to be small, we neglect nonlinear terms. Linearizing equation (19) about $\tilde{\phi}$ gives
\[
\dot{\phi} = [1 - \tilde{\phi}^2](3\tilde{\phi}^2 - 1)\phi_{xx}.
\]
If the mobility is positive $1 - \tilde{\phi}^2 > 0$, then it is the backwards diffusion equation in the spinodal interval. Therefore, we have the periodic solutions of linear instability, like the CH equations’ solutions. A more detailed explanation of such behaviors are found in [49,50]. We also refer to [2,3] on the generation of interface of the CAC1 and CAC2 equations, global solution of the CH equations [6], and see [7,9,46,63,70] on the spinodal decomposition and linear analysis.

4.2. Motion of interface

Previously we observe that the solutions $\phi$ of the four equations develop transition layers in the early stage. The present subsection is to show the motion of interface, once the transition layer is formed. From now on we assume that the profile of solutions $\phi^\epsilon$ already has transition layers depending on $\epsilon$.

We now consider theoretically and numerically that the internal transition layers approximate $I_\epsilon$ which move according to the volume-preserving mean curvature flow, Mullins–Sekerka flow and surface diffusion flow, respectively. First we use the energy functionals to show that the bulk energy is small comparing to the interfacial energy, then match the theoretical and numerical results to the geometric motions.

4.2.1. Interfacial motion: energy functionals

The dynamics of four equations tend to minimize energy, the shifting $\phi$ for moving interfaces can be estimated based on an energy argument. Let us assume that we have the Ginzburg–Landau functional
\[
\mathcal{E} = \int_\Omega \epsilon(\phi) \, dx = \int_\Omega \left( \frac{\epsilon}{2} |\nabla \phi|^2 + \frac{1}{\epsilon} F(\phi) \right) \, dx
\]
where $\epsilon$ is the local free energy density of the system. Separating the functional $\mathcal{E}$ into an interfacial energy $\mathcal{E}_I$ and a bulk energy $\mathcal{E}_B$, the domain is divided by the bulk region where $|\phi^\epsilon| > 1 - \eta$ and the interfacial region where $|\phi^\epsilon| < 1 - \eta$ for small $\eta$. Then following inequality (20) holds from the work of Chen [25]. Thus, there exist positive constants $C_0$ and $\eta_0$ such that for every $\eta \in [0, \eta_0]$, every $\epsilon \in (0, 1)$, and every $(\phi^\epsilon, \mu^\epsilon)$,
\[
\int_B [\epsilon^\epsilon(\phi^\epsilon)] \, dx \leq \int_B \left[ \epsilon^\epsilon(\phi^\epsilon) + \frac{1}{\epsilon} f^2(\phi^\epsilon) \right] \, dx
\leq C_0 \eta \int_I \epsilon |\nabla \phi^\epsilon|^2 \, dx + C_0 \epsilon \int_I \mu^\epsilon^2 \, dx \leq \int_I \epsilon^\epsilon(\phi^\epsilon) \, dx.
\]
We define $g(\phi)$ such that $g(\phi) = f(\phi)$ if $|\phi| \geq 1 - \eta$, $g(\phi) = 0$ if $|\phi| \leq 1 - c_0$, and $g(\phi)$ is linear in the remaining part. The constant $c_0$ is defined by $f'(\phi) \geq |\phi|^{p-2}$ for some $p > 2$ if $|\phi| \geq 1 - c_0$. Then the identity holds
\[
\int_\Omega \mu^\epsilon g(\phi^\epsilon) \, dx = \int_\Omega \left[ -\epsilon \Delta \phi^\epsilon + \frac{1}{\epsilon} f(\phi^\epsilon) \right] g(\phi^\epsilon) \, dx = \int_\Omega \left[ \epsilon g'(\phi^\epsilon |\nabla \phi^\epsilon|^2) + \frac{1}{\epsilon} f(\phi^\epsilon) g(\phi^\epsilon) \right] \, dx.
\]
Using the Cauchy–Schwarz inequality,
\[
\left| \int_\Omega \mu^\epsilon g(\phi^\epsilon) \, dx \right| \leq \int_\Omega \left[ \frac{\epsilon}{2} \mu^\epsilon^2 + \frac{1}{2\epsilon} g^2 \right] \, dx \leq \int_\Omega \left[ \frac{\epsilon}{2} \mu^\epsilon^2 + \frac{1}{2} f g \right] \, dx.
\]
From the identity,
\[
\int_\Omega \mu^\epsilon g(\phi^\epsilon) \, dx = \int_\Omega \left[ \epsilon g'(\phi^\epsilon |\nabla \phi^\epsilon|^2) + \frac{1}{\epsilon} f(\phi^\epsilon) g(\phi^\epsilon) \right] \, dx \leq \int_\Omega \frac{\epsilon}{2} \mu^\epsilon^2 + \frac{1}{2\epsilon} f g \, dx.
\]
Then we separate the region $\Omega$ into the bulk region $B$ and interfacial region $I$,
\[
\int_B \left[ \epsilon f'(\phi^\epsilon |\nabla \phi^\epsilon|^2) + \frac{1}{\epsilon} f^2(\phi^\epsilon) \right] \, dx \leq \int_B \left( \frac{\epsilon}{2} \mu^\epsilon^2 + \frac{1}{2\epsilon} f^2 \right) \, dx + \int_I \frac{\epsilon}{2} \mu^\epsilon^2 \, dx - \int_I \epsilon f'(\phi^\epsilon) |\nabla \phi^\epsilon|^2 \, dx.
\]
Since \( F(\phi) \leq C f^{2}(\phi) \) when \(|\phi| \geq 1 - c_{0}, |f(\pm(1 - \eta))| = O(\eta), g'(\phi) = O(\eta) \) when \(|\phi| \leq 1 - \eta \), we have

\[
\int_{B} \left[ e^{\phi} (\phi') + \frac{1}{\epsilon} f^{2}(\phi^{\epsilon}) \right] \, dx \leq C_{0} \epsilon \int_{I} |\nabla \phi^{\epsilon}|^{2} \, dx + C_{0} \mu \epsilon^{2} \, dx.
\]

Thus, we conclude that

\[
\mathcal{E}_{B} \ll \mathcal{E}_{I}.
\]  

(21)

4.2.2. The circles case

Based on previous observations, we consider that the bulk energy is small comparing to the interfacial energy. For describing the motion of interface, we briefly explain how two circles evolve under the different equations. Suppose we have two circles with radii \( r_{1} \) and \( r_{2} \) such that \( r_{1} > r_{2} \) and enough long distance between them. The initial profile between two phases is assumed to impose the transition layer of the equations.

The model of the CAC1 equation represents energy decreasing for the energy functional

\[
\mathcal{E}(\phi_{\epsilon}) = \int_{\Omega} \left( \frac{\epsilon}{2} |\nabla \phi_{\epsilon}|^{2} + \frac{1}{\epsilon} F(\phi_{\epsilon}) \right) \, dx,
\]

we multiply Eq. (1) by \( d\phi_{\epsilon} / dt \) and integrate with respect to \( x \).

\[
\int_{\Omega} (\phi_{\epsilon})^{2} \, dx = \int_{\Omega} \epsilon \Delta \phi_{\epsilon} \frac{d\phi_{\epsilon}}{dt} \, dx - \int_{\Omega} \frac{1}{\epsilon} f(\phi_{\epsilon}) \frac{d\phi_{\epsilon}}{dt} \, dx + \alpha(t) \int_{\Omega} \frac{d\phi_{\epsilon}}{dt} \, dx.
\]

This reduces to

\[
\frac{d\mathcal{E}}{dt} = -\int_{\Omega} (\phi_{\epsilon})^{2} \, dx \leq 0.
\]

The CAC2 equation follows with the same energy functional (22). Multiplying Eq. (2) by \( \partial \phi_{\epsilon} / \partial t \) and integrating with respect to \( x \),

\[
\int_{\Omega} \left( \frac{\partial \phi_{\epsilon}}{\partial t} \right)^{2} \, dx = \epsilon \int_{\Omega} \Delta \phi_{\epsilon} \frac{d\phi_{\epsilon}}{dt} \, dx - \int_{\Omega} \frac{1}{\epsilon} f(\phi_{\epsilon}) \frac{\partial \phi_{\epsilon}}{\partial t} \, dx + \beta \int_{\Omega} k(\phi_{\epsilon}) \frac{\partial \phi_{\epsilon}}{dt} \, dx
\]

we have

\[
\frac{d\mathcal{E}}{dt} = -\int_{\Omega} (\phi_{\epsilon})^{2} \, dx \leq 0.
\]

Therefore the variation of the bulk energy for the CAC1 and CAC2 equations can be stated in the following way \([89]\),

\[
\delta \phi_{\epsilon} \approx -\frac{(2S_{1}\delta r_{1} + 2S_{2}\delta r_{2})}{|\Omega|} = -\frac{(4\pi r_{1}\delta r_{1} + 4\pi r_{2}\delta r_{2})}{|\Omega|},
\]

where \( S_{1} \) and \( S_{2} \) are the perimeter of the two circles. Then bulk energy is uniformly changed

\[
\delta \phi_{\epsilon} |\Omega| = \delta \mathcal{E}_{B}.
\]

Under the constraint of mass-conservation and (21), the density distribution \( \phi_{\epsilon} \) of the bulk region transfers to interfacial region \([62,67,89]\). Thus, we have the following equations:

\[
2\pi (r_{1} + r_{2}) = 2\pi (r_{1} + \delta r_{1} - \delta r_{A}) + 2\pi (r_{2} + \delta r_{2} - \delta r_{A})
\]

\[
\delta r_{1} + \delta r_{2} = 2\delta r_{A}.
\]

where \( \delta r_{1} \) and \( \delta r_{2} \) are proportional to the reciprocal of the each circle’s radius, and \( \delta r_{A} \) is the radius variation from the average of mean curvatures. Since \( \delta r_{2} \leq \delta r_{1} \), we have

\[
\delta r_{1} - \delta r_{A} \leq 0 \quad \text{and} \quad \delta r_{2} - \delta r_{A} \geq 0.
\]
Therefore, the radius \( r_1 \) increases, however \( r_2 \) decreases. Fig. 4 illustrates the cross-sectional view of the CAC1 and CAC2 evolutions, and Fig. 5(a) and (b) show the evolutions in the computational domain \( \Omega \). If we assume that the interfaces of the CAC1 and CAC2 equations approximate the motion by the volume-preserving mean curvature flow, two circles’ motion can be expected to move the following velocity:

\[
\begin{align*}
\frac{dr_1}{dt} &= \frac{1}{r_1} - \frac{2}{r_1 + r_2} \\
\frac{dr_2}{dt} &= \frac{1}{r_2} - \frac{2}{r_1 + r_2}.
\end{align*}
\]

Eq. (23) also implies that the radius of the small one decreases but the big one increases.

Now we consider the CH and mCH equations. Multiplying (3) by \( \mu \) and integrating over the domain \( \Omega \), we have energy decreasing inequality

\[
\int_\Omega \mu \frac{\partial \phi^e}{\partial t} \, dx = \int_\Omega \mu (\Delta \mu) \, dx
\]

\[
\frac{d}{dt} \mathcal{E} = -\int_\Omega |\nabla \mu|^2 \, dx \leq 0.
\]

The bulk energy for the CH equations remains small and diffuses since there are chemical potential and mobility \( M \equiv 1 \) in both regions. Therefore, even though the total energy is decreasing, shifting of the bulk \( \phi^e \) from the interfacial region occurs. It makes the bulk energy fluctuate from the steady state profile. This amounts to reduce the small circle’s radius, and increase the big one’s radius. To see this phenomenon, we recall that velocity of interface is given with chemical potential

\[
V = \left[ \frac{\partial \mu}{\partial n} \right]_{\Gamma_t} = \frac{\partial \mu^+}{\partial n} - \frac{\partial \mu^-}{\partial n} \quad \text{on} \quad \Gamma_t.
\]

Using this Mullins–Sekerka flow, the CH equations of the radii for \( r_1 \) and \( r_2 \) take the following forms [5]:

\[
\begin{align*}
\frac{dr_1}{dt} &= \frac{2}{|\log \varphi|} \left( \frac{1}{r_1} - \frac{1}{\bar{r}} \right), \\
\frac{dr_2}{dt} &= \frac{2}{|\log \varphi|} \left( \frac{1}{r_2} - \frac{1}{\bar{r}} \right),
\end{align*}
\]

and the motion of the centers for \( \xi_1 \) and \( \xi_2 \),

\[
\begin{align*}
\frac{d\xi_1}{dt} &= -4 \left( \frac{1}{\bar{r}} - \frac{1}{r_2} \right) \frac{\xi_2 - \xi_1}{|\xi_2 - \xi_1|^2}, \\
\frac{d\xi_2}{dt} &= -4 \left( \frac{1}{\bar{r}} - \frac{1}{r_1} \right) \frac{\xi_1 - \xi_2}{|\xi_2 - \xi_1|^2}.
\end{align*}
\]
where \( \varphi \) is ratio between the volume of two circles and the domain \(|\Omega|\)

\[
\varphi = \frac{|\Omega^-|}{|\Omega|} = \frac{\pi (r_1^2 + r_2^2)}{|\Omega|},
\]

and \( \bar{r} \) is the harmonic mean

\[
\frac{1}{\bar{r}} = \frac{1}{2} \left( \frac{1}{r_1} + \frac{1}{r_2} \right).
\]

Fig. 5(c) shows the evolutions under the CH equation. In this simulation, we see that the small circle becomes smaller and the big one becomes bigger, but the total area of the two circles is preserved. Meanwhile, the two centers of circles move to the left boundary.

For the mCH, we have

\[
\int_{\Omega} \mu \frac{\partial \phi^\epsilon}{\partial t} \, dx = \int_{\Omega} \mu \nabla (M(\phi^\epsilon)) \nabla \mu \, dx
\]

\[
d \frac{dE}{dt} = -\int_{\Omega} M(\phi^\epsilon) |\nabla \mu|^2 \, dx
\]

and, the time derivative of the energy functional can be written as

\[
d \frac{dE_B}{dt} = 0,
\]

\[
d \frac{dE_I}{dt} = -\int_{\Omega} M(\phi^\epsilon) |\nabla \mu|^2 \, dx
\]

for \( \eta, \phi^\epsilon \) such that \( M(\phi^\epsilon) \approx 0 \), when \(|\phi^\epsilon| > 1 - \eta \). Then the bulk energy for mCH equations is to be zero \( E_B \approx 0 \) so that the variation of energy against time is none. Only interfacial energy decays locally until it reaches equilibrium. Once it forms a circle, the energy variation is none. This can be verified by the surface diffusion flow:

\[
\frac{dr_1}{dt} = \Delta_s \left( \frac{1}{r_1} \right) = 0,
\]

\[
\frac{dr_2}{dt} = \Delta_s \left( \frac{1}{r_2} \right) = 0.
\]

Therefore, no motion takes place on the interfaces of the two circles.
For example, the initial profile is taken to be:

$$
\phi(x, y, 0) = \tanh \frac{0.6 - \sqrt{(x - 1.0)^2 + (y - 1.0)^2}}{\sqrt{2} \epsilon_4} + \tanh \frac{0.5 - \sqrt{(x - 3.0)^2 + (y - 1.0)^2}}{\sqrt{2} \epsilon_4}
$$

on the computational domain, $\Omega = (0, 4) \times (0, 2)$ with a $256 \times 128$ mesh grids. In this computation we use the parameter $h = 4/256$, $\Delta t = 0.025 \times h$ and $\epsilon_4$.

Fig. 5 illustrates the evolutions under the CAC1 (a), CAC2 (b), CH (c), and the mCH (d) equations, respectively. In the evolutions under the CAC1, CAC2 and CH equations, the radius of the small circle decreases, and large one increases until small one vanishes. The difference of the dynamics is in that the radius of the large one driven by the CAC1 and CAC2 equations uniformly increases along the normal vector, since $\alpha$ and $\beta(t)$ are globally defined. On the other hand, the radius of the large one by the CH equations increases near to the small one. Thus, this makes the center of large one moves toward the small one.

In Fig. 6, we plot the zero-level set of the phase. The difference we can see is that the smaller circle shrinks in the evolutions of the CAC1, CAC2 and CH equations in common but the center of the smaller circle does not move in the dynamics of the CAC1 and CAC2 equations.

### 4.2.3. Small figure

Under the motions driven by the CAC1, CH and mCH equations, the circle shrinks throughout the evolutions. However the motion by the CAC2 equation allows to maintain its circle shape all the time (see Fig. 7). The asymptotic analysis in [15] suggested that the difference between the normal velocities $V_n$ and $V_n^{\text{sharp}}$ of diffuse and sharp interfaces is small in the CAC2 equation, i.e., $|V_n - V_n^{\text{sharp}}| < C \epsilon^2$, where the diffuse-interface approximates the sharp-interface. But the other conservative phase-field models [15,26] has approximation of $|V_n - V_n^{\text{sharp}}| < C \epsilon$ for some constant $C$.

In these numerical tests, a circle with radius 0.1 and center (0.5, 0.5) on a domain $(0, 1) \times (0, 1)$ is taken as the initial condition:

$$
\phi(x, y, 0) = \tanh \frac{0.1 - \sqrt{(x - 0.5)^2 + (y - 0.5)^2}}{\sqrt{2} \epsilon_n}.
$$
Four different equations are evolved with spatial step size $h = 1/256$ and temporal step size $\Delta t = 0.025 \times h$ and we take the different epsilon values $\epsilon_n$, $n = 4, 8, 16,$ and $32$. Fig. 8 shows the radius of diminishing circle at epsilon values $\epsilon_4, \epsilon_8, \epsilon_{16},$ and $\epsilon_{32}$. When we take epsilon values $\epsilon_{16}$ and $\epsilon_{32}$, the circle disappears in evolutions, and it shrinks when we have $\epsilon_8$. But we can observe the robustness of the CAC2 equation from the numerical tests (see Fig. 8(b)). Therefore we see that the approximation of the CAC2 equation has a better volume preserving property than the other conserving equations.
Fig. 9. Motion of capped off cylinders driven by the (a) CAC1, (b) CAC2, (c) CH and (d) mCH equations in two-dimensional space. The horizontal axis is in space $x$ and the vertical axis is in space $y$.

4.3. Preserving the convexity

One of the distinguishing points among the CAC1, CAC2, CH and mCH equations is to preserve the convexity. The dynamics driven by the CH and mCH equations have no such property [32,44,52]. However, several mathematical and numerical analysis showed that the equation of the volume-preserving curvature flow preserves the convexity [41] when it has a convex curve given by the zero-level set of the solutions at the initial condition. Thus, the simple and convex curve evolved under the CAC1 equation, preserves the convexity due to its motion by volume-preserving mean curvature.

For the numerical test, the initial profile in two-dimensional space is chosen as

$$
\phi(x, y, 0) = \begin{cases} 
1 & \text{if } |x - 1.5| < 1.25, \ |y - 0.5| < 0.1, \\
-1 & \text{otherwise},
\end{cases}
$$

on a domain $\Omega$, $(0, 3) \times (0, 1)$. Numerical solutions are computed on $128 \times 384$ grids with $h = 1/128$, $\Delta t = 0.025 \times h$ and $\epsilon_4$.

In Fig. 9, we show the evolutions with four different equations in two-dimensional space. Four models are contrasted with volume-preserving mean curvature flow where convexity is preserved in convex shape [41]. The loss of convexity in the Mullins–Sekerka flow and surface diffusion flow reflects that the fourth order parabolic approximated by the CH and mCH equations does not fulfill the comparison principle which is main property of a second order parabolic equation. As we can see, the convex curves enclosed zero-level set of the CAC1 and CAC2 equations’ solutions stay convex. However, the curves of the CH and mCH equations do not hold it. It was also shown by Mayer [64] that the Mullins–Sekerka flow does not preserve convexity in two-dimensional space.

4.4. Non-convex case

Now consider the initial curve, which is simple and closed, that contains the long and parallel bars, (see Fig. 10). The domain is selected to be the $(0, 4) \times (0, 2)$ with $N_x = 512$ and $N_y = 256$ grid points. We take $\epsilon_4, h = 1/256$, and $\Delta t = 0.025 \times h$. For the initial conditions, we put a small circle centered at $(0.78, 1)$ with a radius 0.55, and construct two thick bars having gap 0.16 between each others as well as boundary of the domain and the bars, respectively.

The curves of the CAC1 and CAC2 equations evolve without making any hole, whereas the curves of the CH and mCH equations stick together during the evolutions. The formed hole of the CH equation is smaller than the one of the mCH equation, since the curve under the CH equations moves and shrinks by the Mullins–Sekerka flow. Note that for the volume preserving mean curvature flow the numerical examples showed that the curves evolved under AC1
and CAC2 equations also may not preserve convexity [65] and have self-intersections [66]. In this case we emphasize only the difference in the four-conservative models by setting the initial condition.

4.5. Long time behaviors of the solutions

In the longer time behaviors of four equations, the phases converge to situations where each phase occupies one connected part of the domain. Here we consider the long-time behaviors of the four equations. The behavior of the phase-field equations is to minimize the value of $E(\phi)$, which implies that the zero-level set of the solutions approaches to critical values. Thus, steady state solutions of conservative equations converge to the solution of the isoperimetric problem. Thus, these equations can be used to generate constant mean curvature (CMC) surfaces that minimize interfacial area subject to a volume constraint. When it has the equal volume fraction of the two components, the interface forms minimal surfaces.

We presented three dimensional simulations. Even though statistical studies of solutions depend on the initial value and boundary conditions, there is a geometric meaning for the isoperimetric problem [28,45]. Thus, the global minimized surfaces such as sphere, cylinder, plane, CMC and minimal surfaces are obtained for the prescribed volume fraction. The numerical tests with random initial conditions were performed in section.

We perform numerical simulations of the conservative phase-field equations with constant volume fractions $\bar{\phi} = 0.0$ and $\bar{\phi} = -0.5$ where we denote $\bar{\phi}$ by the difference of the volume fraction of each phase. The CAC1, CAC2, CH, and mCH equations conserve the volume fraction in the dynamics, but the interface of the phases moves differently with the same initial data. In this tests, we prescribe the difference of the volume fraction at the initial time. Thus we give the random number with mean $\bar{\phi} = 0.0$ and $\bar{\phi} = -0.5$. Fig. 11 illustrates the zero-level contour of phases at the initial time.

In the figures from 12 to 15, we give numerical contour plots of the phases. The first row at each figure represents the difference of the volume fraction $\bar{\phi} = 0.0$, and second row implies that $\bar{\phi} = -0.5$, respectively. Also the first column at each figure shows the intermediate evolutions, and the second column corresponds to the numerical steady state.
Fig. 11. Initial data with (a) $\bar{\phi} = 0.0$ and (b) $\bar{\phi} = -0.5$.

Fig. 12. CAC1.

Fig. 13. CAC2.
4.6. Convergence test

The convergence of the method by refinements were performed in [30,53,55,86]. We also observe the convergence tests on a domain $\Omega = (0, 1) \times (0, 1)$. The initial data is given by

$$
\phi(x, y) = 0.15 \cos(\pi x) \cos(2\pi y) + 0.3 \cos(3\pi x) \cos(\pi y).
$$

The numerical solutions are approximated on the uniform grids, $h = 1/2^n$ for $n = 5, 6, 7, 8$. For each test, the calculation is run up to time $T = 0.0001$ with the uniform temporal step size, $\Delta t = 0.1h^2$ and $\epsilon = 0.01$. Now we define the $l_2$-norm error of a grid, which is founded in finer mesh grid. The error of the difference between grid and the average of the next finer grid cells is defined by

$$
e_{h/2^{ij}} := \phi_{hij} - (\phi_{h/2^{2i},2j} + \phi_{h/2^{2i-1},2j} + \phi_{h/2^{2i},2j-1} + \phi_{h/2^{2i-1},2j-1})/4.
$$

Then the ratio of successive error is defined as follows $\log_2(\|e_{h/2^{ij}}\|/\|e_{h/2^{ij}}\|)$. The mesh refinement convergence results with $\Delta t = h^2$ are given in Table 1.
Table 1
Convergence test.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Rate</th>
<th>Rate</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAC1</td>
<td>32–64</td>
<td>9.257e–04</td>
<td>2.004</td>
<td>1.999</td>
</tr>
<tr>
<td></td>
<td>64–128</td>
<td>2.308e–04</td>
<td>1.999</td>
<td>5.773e–04</td>
</tr>
<tr>
<td>CAC2</td>
<td>32–64</td>
<td>9.257e–04</td>
<td>2.004</td>
<td>1.999</td>
</tr>
<tr>
<td></td>
<td>64–128</td>
<td>2.308e–04</td>
<td>1.999</td>
<td>5.773e–04</td>
</tr>
<tr>
<td>CH</td>
<td>32–64</td>
<td>9.019e–04</td>
<td>2.414</td>
<td>2.003</td>
</tr>
<tr>
<td></td>
<td>64–128</td>
<td>1.693e–04</td>
<td>2.003</td>
<td>4.224e–05</td>
</tr>
<tr>
<td>mCH</td>
<td>32–64</td>
<td>9.014e–04</td>
<td>2.411</td>
<td>2.003</td>
</tr>
<tr>
<td></td>
<td>64–128</td>
<td>1.695e–04</td>
<td>2.003</td>
<td>4.228e–05</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, a comparison study of the conservative Allen–Cahn and the Cahn–Hilliard equations was theoretically and numerically performed. The equations were discretized by using finite difference schemes, and then the discrete systems of equations were solved using a nonlinear multigrid method. We presented the geometric flows, and matched them to the numerical experiments which highlight different dynamics of the four equations. Even though we could not study the physical meaning of the each equation, we demonstrated the characterizations for generation of interface and motion of interface. In particular, we showed that the constant and variable Cahn–Hilliard equations cannot remain a convex initial interface, while the conservative and modified Allen–Cahn equations keep the convex curve of the zero-level set with global mass correction, so that there is no self-intersection. With the property of mass-conservation and the behaviors of the solutions, these conservative phase-field models will be widely applied in simulating the fluid dynamics.
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