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A B S T R A C T

In this article, we present a practical and efficient numerical method for the Cahn–Hilliard (CH) equation in the two- and three-dimensional complex domains. We propose a simple mathematical model for the binary mixture in the complex domains. The model is based on the ternary CH system. An arbitrary domain is represented by the third phase, which is fixed during the temporal evolution of the other phases. By the local conservative property of the sum of the phases, the governing equation is simplified to a binary CH equation with a source term. For the numerical solution, we use a practically unconditionally gradient stable scheme. Various numerical experiments are performed on arbitrary domains. The numerical results show that the proposed algorithm can deal with the complex domains efficiently.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

A phase-field model is a mathematical model for describing and solving interfacial problems such as solidification, motion by mean curvature, image segmentation, microstructure evolution, viscous fingering, fracture, multiphase fluid flow, and vesicle dynamics [1]. In the phase-field model, boundary conditions at the interface is replaced by a partial differential equation for the evolution of an order parameter, which is also called by the phase-field. This phase-field has two different values (for example, 0 and 1) in each of the phases and there is a smooth and finite transition layer between both values along the interface. The position of the interface can be defined as a level set of the phase-field function. A phase-field model is typically constructed to recover the correct interfacial dynamics as the interface width approaches zero. With this phase-field model, we can deal with the interfacial problems by solving partial differential equations for the whole domain and avoid the explicit treatment of the boundary conditions at the interface. Typically, the Cahn–Hilliard (CH) [2] and the Allen–Cahn (AC) [3] equations are used for the conserved and non-conservative phase-fields, respectively. As a similar approach, there is density-gradient theory for interfacial problems. Kou and Sun [4] proposed thermodynamically consistent modeling and presented simulation of multi-component two-phase fluid flow with partial miscibility.

In this study, we consider a new simple numerical method for the CH equation in complex domains. The CH equation is a mathematical model to describe phase separation in a binary alloy and has been applied to many areas of scientific fields [5–10]. See [11] for the physical, mathematical, and numerical derivations of the CH equation. See [12] for a benchmark...
problem for the CH equation. Aland et al. [17] developed an efficient staggered algorithm for the CH equation and finite strain elasticity. They also presented isogeometric analysis with strong multipatch $C^1$-coupling for the CH equation in [14]. The numerical methods for the CH equation in irregular domains have been developed [15–17]. Shin et al. [15] proposed a numerical method for the CH equation in non-regular domains by imposing a boundary control function. Li et al. [16] developed a conservative numerical method for the CH equation with Dirichlet boundary conditions in arbitrary domains. Aland et al. [17] combined a diffuse-domain method with a phase-field method for studying the two-phase flow in complex geometries, the complex internal boundary conditions are imposed on implicit solid domain by using source terms.

Unlike the previous numerical methods, our proposed method is very simple to treat the CH equation in complex domains. In this study, the proposed mathematical model for the binary mixture is based on the ternary CH system which models the phase separation of a three-component mixture. Here, a complex domain is defined by a level-set of the third phase, which is fixed during the temporal evolution of the other two phases. By the locally conservative property of the sum of the three phases, we only need to solve a binary CH equation with a source term.

Furthermore, after a small modification (i.e., adding the source term) of the pre-existing codes (e.g., Fourier spectral method [18–20], finite element method [21–24], and isogeometric method [25–27]) for the CH equation, the proposed algorithm can be straightforwardly implemented.

The contents of this paper are organized as follows. In Section 2, we describe the proposed governing equation for phase separation in the arbitrary domains. In Section 3, we present a nonlinear splitting finite difference scheme for the modified CH equation. We present computational experiments in Section 4. Finally, conclusions are drawn in Section 5.

2. Modified Cahn–Hilliard equation

To derive the modified CH equation in the complex domain, we first consider the evolution of the ternary CH system in a domain $\Omega \subset \mathbb{R}^d$, where $d = 2$ and $3$ are space dimensions. Let $c_i(x, t)$ for $i = 1, 2, 3$ be the mole fraction of each component in the ternary mixture as a function of space $x$ and time $t$. By the mass conservation, the total sum of mole fractions must be to 1, i.e.,

$$c_1(x, t) + c_2(x, t) + c_3(x, t) = 1. \tag{1}$$

We consider the Helmholtz free energy functional from the generalized Ginzburg–Landau form [28] as follows:

$$\mathcal{F}(c_1, c_2, c_3) = \int_\Omega \sum_{i=1}^3 \left( F(c_i) + \frac{\epsilon^2}{2} |\nabla c_i|^2 \right) dx, \tag{2}$$

where $F(c_i) = 0.25c_i^2(c_i - 1)^2$ and $\epsilon > 0$ is the gradient energy coefficient. The temporal evolution equation of $c_i$ is given by the following ternary CH system:

$$\frac{\partial c_i}{\partial t} = \Delta \mu_i, \tag{3}$$

$$\mu_i = f(c_i) - \epsilon^2 \Delta c_i + \beta(c_1, c_2, c_3), \quad \text{for } i = 1, 2, 3, \tag{4}$$

where $f(c_i) = F'(c_i) = c_i(c_i - 0.5)(c_i - 1)$ and $\beta(c_1, c_2, c_3) = -\frac{1}{2} \sum_{i=1}^3 f(c_i) = -c_1c_2c_3$. More details about the Lagrangian multiplier $\beta(c_1, c_2, c_3)$ can be found in [29,30] and references therein. At boundary, the homogeneous Neumann conditions are used as follows:

$$\mathbf{n} \cdot \nabla c_i = 0 \quad \text{and} \quad \mathbf{n} \cdot \nabla \mu_i = 0 \quad \text{on } \partial \Omega, \tag{5}$$

where $\mathbf{n}$ is the unit normal vector to $\partial \Omega$.

In the proposed method, we utilize $c_3$ to represent an arbitrary domain, $\hat{\Omega} \subset \Omega$. That is, $c_3 \approx 0$ on $\hat{\Omega}$ and $c_3 \approx 1$ on $\Omega \setminus \hat{\Omega}$. As shown in Fig. 1, we consider the 0.5-level set of $c_3$ as the domain boundary, $\partial \hat{\Omega}$.

In fact, we only need to solve the equation for the phase $c_1$ because $c_3$ is fixed and $c_2$ can be defined as $c_2 = 1 - c_1 - c_3$ by the condition (1). Therefore, the proposed modified CH equation is simplified as

$$\frac{\partial c_1}{\partial t} = \Delta \mu_1, \tag{6}$$

$$\mu_1 = f(c_1) - \epsilon^2 \Delta c_1 - c_1(1 - c_1 - c_3)c_3, \tag{7}$$

which is the classical binary CH equation with a nonlinear source term.

3. Numerical solution

The governing equation is the classical binary CH equation with a nonlinear source term. Therefore, we can use many available numerical methods such as finite element method [21–24,31,32], finite difference method [15–17], Fourier spectral method [18–20], isogeometric method [25–27], multigrid method [33,34], and smoothed particle hydrodynamics (SPH) method [35]. In this paper, we use the finite difference scheme with a nonlinear multigrid method.
Let \( \Omega = (a, b) \times (c, d) \) be the two-dimensional computational domain. Let \( N_x \) and \( N_y \) be positive even integers, \( h = (b - a)/N_x = (d - c)/N_y \) be the uniform mesh size, \( \Delta t \) be the time step size, and \( \Omega_h = \{(x, y) : x = a + (i - 0.5)h, \ y = c + (j - 0.5)h, \ 1 \leq i \leq N_x, \ 1 \leq j \leq N_y\} \) be the set of cell-centers. Let \( c_{ij}^n \) and \( \mu_{ij}^n \) be approximations of \( c(x_i, y_j, n\Delta t) \) and \( \mu(x_i, y_j, n\Delta t) \) with the time level \( n \). Then, Eqs. (6) and (7) are discretized by using a nonlinear convex splitting type scheme [36,37]:

\[
\frac{c_{ij}^{n+1} - c_{ij}^n}{\Delta t} = \Delta_h \mu_{ij}^{n+1},
\]

\[
\mu_{ij}^{n+1} = f(c_{ij}^{n+1}) + \frac{1}{4}c_{ij}^{n+1} - \frac{1}{4}c_{ij}^n - \epsilon^2 \Delta_h c_{ij}^{n+1} - c_{ij}^n(1 - \mu_{ij}^n) c_{ij}^n.
\]

where the discrete Laplacian is given as \( \Delta_h c_{ij} = (\phi_{i+1,j} + \phi_{i-1,j} + \phi_{i,j+1} + \phi_{i,j-1} - 4\phi_{i,j})/h^2 \) for \( i = 1, \ldots, N_x \) and \( j = 1, \ldots, N_y \).

We solve Eqs. (8) and (9) as a coupled system of \( c_{ij}^{n+1} \) and \( \mu_{ij}^{n+1} \). At the computational domain boundary \( \partial \Omega_h \), we use the zero Neumann boundary condition (5) as follows:

\[
c_{1,0,j} = c_{1,1,j}, \quad c_{N_x+1,j} = c_{N_x+1,j}, \quad c_{1,0,j} = c_{1,1,j}, \quad c_{1,1,j} = c_{1,1,j},
\]

\[
\mu_{1,0,j} = \mu_{1,1,j}, \quad \mu_{N_x+1,j} = \mu_{N_x+1,j}, \quad \mu_{1,0,j} = \mu_{1,1,j}, \quad \mu_{1,1,j} = \mu_{1,1,j}.
\]

The above discrete systems are solved by a full approximation storage (FAS) multigrid method with a Gauss–Seidel relaxation [38]. For more details about the multigrid method for the CH equation, we refer the reader to [39].

Similarly to the two-dimensional space, we define the computational domain \( \Omega = (a, b) \times (c, d) \times (e, f) \) in the three-dimensional space. Let \( N_x, N_y, \) and \( N_z \) be positive even integers, \( h = (b-a)/N_x = (d-c)/N_y = (f-e)/N_z \) be the uniform mesh size, and \( \Omega_h = \{(x_i, y_j, z_k) : x_i = a + (i - 0.5)h, \ y_j = c + (j - 0.5)h, \ z_k = e + (k - 0.5)h, \ 1 \leq i \leq N_x, \ 1 \leq j \leq N_y, \ 1 \leq k \leq N_z \} \) be the set of cell-centers. Let \( c_{ijk}^n \) and \( \mu_{ijk}^n \) be approximations of \( c(x_i, y_j, z_k, n\Delta t) \) and \( \mu(x_i, y_j, z_k, n\Delta t) \). Eqs. (6) and (7) are also discretized by using a nonlinear convex splitting type scheme as

\[
\frac{c_{ijk}^{n+1} - c_{ijk}^n}{\Delta t} = \Delta_h \mu_{ijk}^{n+1},
\]

\[
\mu_{ijk}^{n+1} = f(c_{ijk}^{n+1}) + \frac{1}{4}c_{ijk}^{n+1} - \frac{1}{4}c_{ijk}^n - \epsilon^2 \Delta_h c_{ijk}^{n+1} - c_{ijk}^n(1 - \mu_{ijk}^n) c_{ijk}^n.
\]

where the discrete Laplacian is given as \( \Delta_h c_{ijk} = (\phi_{i+1,j,k} + \phi_{i-1,j,k} + \phi_{i,j+1,k} + \phi_{i,j-1,k} + \phi_{i,j,k+1} + \phi_{i,j,k-1} - 6\phi_{ijk})/h^2 \) for \( i = 1, \ldots, N_x, \ j = 1, \ldots, N_y, \) and \( k = 1, \ldots, N_z \). At the boundary, we implement the zero Neumann boundary condition (5) as follows:

\[
c_{1,0,j,k} = c_{1,1,j,k}, \quad c_{N_x+1,j,k} = c_{N_x+1,j,k}, \quad c_{1,0,j,k} = c_{1,1,j,k}, \quad c_{1,1,j,k} = c_{1,1,j,k},
\]

\[
\mu_{1,0,j,k} = \mu_{1,1,j,k}, \quad \mu_{N_x+1,j,k} = \mu_{N_x+1,j,k}, \quad \mu_{1,0,j,k} = \mu_{1,1,j,k}, \quad \mu_{1,1,j,k} = \mu_{1,1,j,k}.
\]
4. Numerical experiments

In this section, we investigate the numerical solution in the two- and three-dimensional complex domains. Unless otherwise specified, we use the value of $\epsilon$ as $\epsilon_m = hm/[4\sqrt{2}\tanh^{-1}(0.9)]$ to define that the number of grid points across the interfacial regions is approximately $m$ [40].

4.1. Effect of mesh size

First, we investigate the effect of mesh size on an artificial layer on a disk domain. We use four mesh grids: $h = 1/32$, $h = 1/64$, $h = 1/128$, and $h = 1/256$ on the whole domain $\Omega = (-0.5, 0.5) \times (-0.5, 0.5)$. Other parameters are $\Delta t = 1.5259 \times 5$ and $\epsilon = \epsilon_d$. The computation is preformed until the numerical solution is in the numerical equilibrium state. We defined the numerical equilibrium state if

$$
\|c_{1}^{n+1} - c_{1}^{n}\|_2 = \sqrt{h^2 \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (c_{1,i,j}^{n+1} - c_{1,i,j}^{n})^2} < tol,
$$

where $tol$ is a given tolerance. Here, we use $tol = 1e-5$. The initial conditions are taken as

$$
c_3(x, y) = 0.5 + 0.5 \tanh\left(\frac{\sqrt{x^2 + y^2} - 0.4}{2\sqrt{2}\epsilon}\right),
$$

$$
c_1(x, y, 0) = \begin{cases} 
1 - c_3(x, y) & \text{if } y < 0, \\
0 & \text{otherwise,}
\end{cases}
$$

$$
c_2(x, y, 0) = 1 - c_1(x, y, 0) - c_3(x, y).
$$

Fig. 2(a)–(d) show the numerical equilibrium state results for $h = 1/32$, $h = 1/64$, $h = 1/128$, and $h = 1/256$, respectively. Fig. 2(e)–(h) are the corresponding enlarged views of the box regions in (a), (b), (c), and (d), respectively. As we can see, an artificial layer is getting smaller as we refine the grid. Here, we alternatively solve the governing equations (see Section 4.7).

4.2. Two-dimensional disk domain

In this test, we consider the phase separation in the following disk domain, $\hat{\Omega} = \{(x, y) | \sqrt{x^2 + y^2} < 0.45\}$. To do this, we set the computational domain as the unit square $\Omega = (-0.5, 0.5) \times (-0.5, 0.5)$, which embeds the disk domain $\hat{\Omega}$, with zero
Neumann boundary condition. Now, the initial conditions for each component are taken to be

\[
c_3(x, y) = 0.5 + 0.5 \tanh \left( \frac{\sqrt{x^2 + y^2 - 0.45}}{2\sqrt{\epsilon}} \right),
\]

\[
c_1(x, y, 0) = [1 - c_3(x, y)][0.5 + 0.5 \text{rand}(x, y)],
\]

\[
c_2(x, y, 0) = 1 - c_1(x, y, 0) - c_3(x, y),
\]

where \(\text{rand}(x, y)\) denotes a random number between \(-1\) and \(1\). Note that the disk domain is expressed by \(\hat{\Omega} = \{(x, y)|c_3(x, y) < 0.5\}\). For this numerical test, we use \(h = 1/256, \Delta t = 10h^2,\) and \(\epsilon = \epsilon_4\). First, we investigate the effect of the boundary condition at \(\partial \Omega\). For comparison, we implement additional test with periodic boundary condition at \(\partial \Omega\) under the same parameters of the above test. Numerical results with the zero Neumann and the periodic boundary conditions are shown in the first and second rows in Fig. 3, respectively. Both of numerical temporal phase separations are almost identical as shown in Fig. 3(a) and (b) at time \(t = 0.50\Delta t, \) and \(500\Delta t\). We can ensure these facts in Fig. 3(c), that is, the corresponding cross sections at \(y = 0\) of the numerical solutions with zero Neumann and periodic boundary conditions are
in good agreement with each other. We can see that the boundary conditions do not affect the phase separation in the disk domain. Therefore, in this study, we will use the zero Neumann boundary condition.

Furthermore, in order to confirm the general dynamics of CH equation in a complex domain, we compare the temporal evolutions of CH equation with Neumann boundary condition in a disk domain and a rectangle domain. In the case of rectangle domain, we set $c_3(x, y) = 0$, the initial conditions for $c_1(x, y, 0)$ and $c_2(x, y, 0)$ are the same as above, and the other parameters are unchanged. The first and second rows in Fig. 4 show the temporal evolutions of $c_1$ and $c_2$ in the disk and the rectangle domains, respectively. We can find the phase separations are almost same, therefore, the general dynamics of CH equation in a complex domain is conserved.

4.3. Two-dimensional brain section domain

Next, we explore the phase separation in a more complex two-dimensional domain. As an example, we consider the following brain section image [41] (see Fig. 5(a)) as a complex domain $\Omega$. The computational domain is defined by $\Omega = (−0.5, 0.5) \times (−0.5, 0.5)$. The parameters are chosen as follows: $h = 1/256$, $\Delta t = 10h^2$, and $\epsilon = \epsilon_4$. To define $c_3$, we first segment the gray scale brain section image by a threshold into zero or one. Then, we smooth the step function by using the CH equation without the source term. That is, we evolve the CH equation with the initial profile of $c_3$ for 10 time step iterations and then take the final result as $c_3(x, y)$ (see Fig. 5(b) for $\Omega = \{(x, y)|c_3(x, y) < 0.5\}$). The gray colored region in Fig. 5(b) represents the complex domain $\Omega$. Therefore, in this problem, the initial conditions are

$$c_1(x, y, 0) = [1 - c_3(x, y)][0.5 + 0.5\text{rand}(x, y)],$$
$$c_2(x, y, 0) = 1 - c_1(x, y, 0) - c_3(x, y).$$

As shown in Fig. 5(c)–(e), we can see the temporal evolutions of the phase $c_1$ in the complex brain domain $\Omega$ at time $t = 0$, $50\Delta t$, and $500\Delta t$, respectively. Although the given brain domain is complicated, the phase separations are well done. In particular, because this method does not need to explicitly treat the boundary condition at boundary of brain domain, it is very efficient and simple to solve the CH equation.

4.4. Three-dimensional spherical domain

Now, we consider numerical tests in the three-dimensional domain. We examine the phase separation in a simple three-dimensional spherical domain $\Omega = \{(x, y, z)|\sqrt{x^2 + y^2 + z^2} < 0.45\}$. The whole computational domain is given as
Fig. 5. Phase separation in the two-dimensional complex domain: (a) Brain section image obtained from [41] with permission from Hindawi Publishing Corporation, (b) computational domain, and (c)–(e) temporal evolutions of $c_1$ (the red region) and $c_2$ (the blue region) at $t = 0$, 50$\Delta t$, 500$\Delta t$, respectively. For interpretation of the references to color in this figure, the reader is referred to the web version of this article. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

\[\Omega = (-0.5, 0.5) \times (-0.5, 0.5) \times (-0.5, 0.5).\]

The initial condition is taken to be:

\[
c_3(x, y, z) = 0.5 + 0.5 \tanh \left( \frac{\sqrt{x^2 + y^2 + z^2} - 0.45}{2\sqrt{2}\epsilon} \right),
\]

\[
c_1(x, y, z, 0) = [1 - c_3(x, y, z)](0.5 + 0.5\text{rand}(x, y, z)),
\]

\[
c_2(x, y, z, 0) = 1 - c_1(x, y, z, 0) - c_3(x, y, z),
\]

where \text{rand}(x, y, z) denotes a random number between −1 and 1. In this test, we use $h = 1/128$, $\Delta t = 10h^2$, and $\epsilon = \epsilon_4$. Fig. 6(a)–(c) represent the phase separation in the spherical domain at $t = 0$, 25$\Delta t$, and 500$\Delta t$, respectively.

4.5. Three-dimensional torus domain

We consider the phase separation in a three-dimensional torus region $\hat{\Omega} = \{(x, y, z)|\sqrt{\sqrt{x^2 + y^2} - 0.3}^2 + z^2 < 0.15\}$ in the computational domain $\Omega = (-0.5, 0.5) \times (-0.5, 0.5) \times (-0.25, 0.25)$. Here, we use $256 \times 256 \times 128$ mesh grid, $h = 1/256$, $\Delta t = 10h^2$, and $\epsilon = \epsilon_4$. The initial conditions are set to

\[
c_3(x, y, z) = 0.5 + 0.5 \tanh \left( \frac{\sqrt{\sqrt{x^2 + y^2} - 0.3}^2 + z^2 - 0.15}{2\sqrt{2}\epsilon} \right),
\]
\[c_1(x, y, z, 0) = [1 - c_3(x, y, z)][0.5 + 0.5\text{rand}(x, y, z)],\]
\[c_2(x, y, z, 0) = 1 - c_1(x, y, z, 0) - c_3(x, y, z).\]

**Fig. 7** shows the phase separation in the torus domain at \(t = 0\), \(75\Delta t\), and \(500\Delta t\), respectively.

### 4.6. Three-dimensional Schwarz P, Schwarz D, and Schoen G domains

Next, we consider some more complex three-dimensional domains such as Schwarz P, Schwarz D, and Schoen G domains. In the computational domain \(\Omega = (0, 1) \times (0, 1) \times (0, 1)\), the parameters used are the same with the above three-dimensional tests. We define the initial conditions as

\[c_3(x, y, z) = 0.5 + 0.5\tanh\left(\frac{\phi(x, y, z)}{20\sqrt{2}\epsilon}\right),\]
\[c_1(x, y, z, 0) = [1 - c_3(x, y, z)][0.5 + 0.5\text{rand}(x, y, z)],\]
\[c_2(x, y, z, 0) = 1 - c_1(x, y, z, 0) - c_3(x, y, z).\]

where

\[\phi(x, y, z) = \cos 2\pi x + \cos 2\pi y + \cos 2\pi z,\]
\[\phi(x, y, z) = \cos 2\pi x \cos 2\pi y \cos 2\pi z - \sin 2\pi x \sin 2\pi y \sin 2\pi z,\]  and
\[\phi(x, y, z) = \sin 2\pi x \cos 2\pi y + \sin 2\pi z \cos 2\pi x + \sin 2\pi y \cos 2\pi z\]

are for Schwarz P, Schwarz D, and Schoen G domains, respectively. **Fig. 8** shows phase separation in (a) the Schwarz P, (b) the Schwarz D, and (c) the Schoen G domains. Here, the first, second, and third rows are snapshots of the numerical results at \(t = 0\), \(10\Delta t\), \(500\Delta t\), respectively, on the given complex domain \(\Omega\).

### 4.7. Three-dimensional Menger sponge domain

As the final example, we consider a three-dimensional complex domain, the Menger sponge domain [43] (see **Fig. 9**).
Fig. 8. Phase separation in (a) Schwarz P, (b) Schwarz D, and (c) Schoen G domains. Here, the first, second, and third rows are snapshots of numerical result on each complex domain $\tilde{\Omega}$ at $t = 0$, $10\Delta t$, $290\Delta t$, respectively.

Fig. 9. Menger cube with level (a) 0, (b) 1, and (c) 2.
Fig. 10. Phase separation in the Menger cube domain. (a) Level-2 Menger sponge, (b)–(d): Isosurface of numerical solution $c_1$ at 0.5-level at time $t = 0$, $50\Delta t$, and $500\Delta t$, respectively.

We use the Menger sponge domain with level 2 as shown in Fig. 9(c) and the length of one side of the Menger sponge domain is $234/256$. We embed this Menger sponge domain in the computational domain $\Omega = (0, 1) \times (0, 1) \times (0, 1)$. We use the following parameters: $h = 1/256$, $\Delta t = 10h^2$, and $\epsilon = \epsilon_4$. The initial conditions are

$$
c_3(x, y, z) = \begin{cases} 
0 & \text{inside the Menger sponge domain,} \\
1 & \text{otherwise.}
\end{cases}
$$

$$
c_1(x, y, z, 0) = [1 - c_3(x, y, z)] [0.5 + 0.5\text{rand}(x, y, z)],
$$

$$
c_2(x, y, z, 0) = 1 - c_1(x, y, z, 0) - c_3(x, y, z).
$$

If the initial condition of $c_3$ is not smooth and is given by a step function, the numerical solution $c_1$ has a bias result nearby the boundary of the domain $\Omega$. Therefore, to remove this bias problem, we alternatively solve Eqs. (10) and (11) for $c_1$ and $c_2$. That is, we solve the equations for $c_1$; and then set $c_2 = 1 - c_1 - c_3$ and solve the equations for $c_2$. Next, we set $c_1 = 1 - c_2 - c_3$ and solve the equations for $c_1$. By alternatively solving the equations for $c_1$ and $c_2$, we successively remove the bias problem. As shown in Fig. 10, the proposed numerical algorithm performs well in the complex domain with sharp curvatures.

Until now, we implement the several numerical test on various complex domains. Through these test, we can see that our method is very simple and efficient to solve the CH equation in a complex domain because we do not explicitly treat the boundary conditions at the complex domain.
5. Conclusions

In this study, we proposed an efficient numerical method for the CH equation in the two- and three-dimensional arbitrary domains. The proposed mathematical model is based on the ternary CH system. The main idea is that we represent arbitrary domains with the third phase in the ternary system and solve the binary CH equation with a source term. The numerical results demonstrated that the proposed algorithm can deal with the complex domains efficiently. Furthermore, after a small modification of the pre-existing codes such as Fourier spectral method, finite element method, and isogeometric method for the CH equation, the proposed algorithm can be straightforwardly implemented. The methodology proposed in this paper can be used in generating three-dimensional bio-scaffolds and multiphase fluid flows with arbitrary structures. As future work, we will improve the proposed method by controlling the contact angle in the complex domain with the free energy functional.
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